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Abstract

The purpose of this document is to describe the use of a natural language processing model in the multiplatform system “Gamivity” by means of a sentence similarity algorithm to offer a personalized experience module based on the conceptual relationship between questions. For the selection process, certain criteria were chosen that will allow several pre-trained models under the “Transformers” architecture for evaluation, later. These criteria were the language with which the model was altered; Python was the programming language used for the implementation. Regarding the evaluation phase of the selected models, the “Sentence Transformers” library of the Python programming language was used. In addition, a work environment analogous to the module present in the “Gamivity” system was built, in which the development platform “Google Colab” was used to test these models. The criteria for choosing the candidate model were based on its effectiveness in relation to questions as well as the computational cost involved while performing the operations in the said model. Based on the applied methodology, the model that yielded the best results was “paraphrase-multilingual-MiniLM-L12-v2,” modified with a large corpus of text in Spanish and 50 other languages, which showed a degree of precision. When it comes to conceptually relating the questions provided it was found to be optimal, having relatively low computational cost when performing these operations.
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Resumen

El presente documento, tiene como propósito el de describir la utilización de un modelo de procesamiento de lenguaje natural en el sistema multiplataforma “Gamivity”, por medio de un algoritmo de similitud de oraciones para ofrecer un módulo de experiencia personalizada a partir de la relación conceptual entre preguntas. Para el proceso de selección, se establecieron ciertos criterios que permitieron elegir varios modelos preentrenados bajo la arquitectura “Transformers” para su posterior evaluación. Dichos criterios, fueron el idioma con el que fue entrenado el modelo, así como que el lenguaje de programación utilizado para la implementación fuese Python. En lo que concierne a la fase de evaluación de los modelos seleccionados, se hizo uso de la biblioteca “Sentence Transformers” del lenguaje de programación Python, además se construyó un entorno de trabajo análogo al módulo presente en el sistema “Gamivity”.
en la plataforma de desarrollo “Google Colab” para poner a prueba dichos modelos, los criterios para la elección del modelo candidato, se resumen en la eficacia a la hora de relacionar preguntas, así como el coste computacional a la hora de realizar las operaciones involucradas en dicho proceso. A partir de la metodología aplicada, el modelo que mejor resultados generó fue “paraphrase-multilingual-MiniLM L12-v2”, entrenado con un gran corpus de texto en español, así como de otros 50 idiomas, el cual mostró un grado de precisión óptimo a la hora de relacionar conceptualmente las preguntas proporcionadas, así como su relativo bajo coste computacional a la hora de efectuar dichas operaciones.
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1. Introducción

Education transforms lives, and as established by UNESCO [1], it is a human right for all, throughout life, and access to instruction must be accompanied by quality. Education is a complex process in which the condition and nature of humanity [2] must be considered to establish its purpose and definition. Additionally, education plays a key role in providing people with the knowledge, skills, and competencies necessary to participate effectively in society [3]. Educating, then, is the process of facilitating learning through communication, teaching, or research.

Today, learning is considered a social activity that allows humans to acquire skills, abilities, or knowledge [4]. It must be personal, meaning that one cannot learn something well without first understanding its relevance and how it can be reflected in our personal situation. Additionally, it must be considered that each student acquires knowledge at different rates. For this reason, the student must actively involve themselves in the learning process while using strategies such as personalized learning, allowing the student to better assimilate their learning and increase their interest in the education they receive [5].

There are various ways to implement personalized learning, and one of them is to use applications or tools that support computer-assisted teaching and learning processes to build smarter systems. The term “intelligent” used in these systems is determined primarily by their continuous adaptability to the characteristics of the learning and knowledge of different users [6].

This is where neural networks in the subarea of natural language processing (NLP) play a crucial role in personalized learning, as most current research in this field revolves around a type of architecture known as “Transformers” [7], which have become the dominant paradigm for tasks such as natural language understanding and generation,
surpassing even the efficiency of models based on convolutional and recurrent networks [8].

Transformer-type neural networks work mainly by receiving a sentence as input and converting it into two sequences. The first, a sequence of word vector embeddings, and the second, a sequence of positional encodings [9]. Word vector embeddings are a numerical representation of the text since it is essential to convert words to the embedded representation so that a neural network can process them. Positional encodings are a vector representation of the position of the word in the original sentence [10].

Considering the points described above, the main objective of this work is to implement a suitable natural language processing model that can be used in the multi-platform system “Gamivity”. This will allow the incorporation of a personalized experience module that can be applied in the question relationship of the multi-platform system for the creation of personalized tests based on incorrectly answered questions. The purpose of this is to provide students who use this platform with a positive impact on their academic performance, contributing to an improvement in the quality of education, and generating a reference for best practices for other academic programs [11].


Initially, several pre-trained models under the “Transformers” architecture were selected for further evaluation. These models were retrieved from the open-source artificial intelligence platform “Hugging Face” [12]. They are part of the Python framework “Sentence Transformers” [13], which is designed to create state-of-the-art embeddings for sentences, text, and images. For this selection, the following criteria were established that the implementation of the models had to meet, which can be summarized as follows: base model created under the “Transformers” architecture, trained on a corpus that includes at least the Spanish language, and they had to work under the Python library “sentence_transformers”.

Consequently, to evaluate the selected models, a working environment was built on the development platform “Google Colab” [14]. This consists of an environment like what would be present in the core of the “Gamivity” system, under the same parameters and libraries that condition the functionalities associated with the personalized learning module. The main difference between this analog environment and the real one to be implemented is the way in which the data is supplied, since in the former, seed data is used, specifically a body of subject questions, which simulate those that would come through calls to the corresponding database.
3. Results and Discussion

3.1. Flowchart of the Gamivity system.

Next, we present in general terms how it is intended to implement the personalized learning module within the multi-platform system “Gamivity”. To do this, as shown in (Figure 1), starting from the questions manually added by the teacher, these would be supplied to the corresponding pre-trained NLP model in order to associate them with other existing questions in the general repository of questions. Furthermore, as shown in (Figure 2), these associations are made so that the personalized learning controller can perform its basic operations, which can be summarized as building a personalized test segmented by classes made up of those questions related to the ones the student in question has failed.
3.2. Selection of pre-trained models.

For the selection of models to evaluate, several aspects were considered, specifically that they were trained with corpora that include the Spanish language, as well as each of these models specializing in the task of calculating sentence similarity. Below are listed the different implementations of “Transformers” type base models selected. It should be noted that all of these were trained with a multi-language corpus [15]:

1. paraphrase-multilingual-MiniLM-L12-v2
2. distiluse-base-multilingual-cased-v1
3. paraphrase-multilingual-mpnet-base-v2
4. paraphrase-MiniLM-L3-v2
5. clip-ViT-B-32-multilingual-v1
3.3. Testing environment of the selected models.

For the design of the testing environment similar to the one present in the personalized learning module of the “Gamivity” system, a body of questions was created regarding three subjects related to the computer science field with associated subtopics. Specifically, these subjects were programming in Python, digital electronic logic gates, and file systems in operating systems, as shown in (Table I). It should be noted that this body of questions contains fifteen records for each subtopic, which means a total of forty-five questions along with their correct answers.

**Table 1**

*Sample of the question body used for the tests.*

<table>
<thead>
<tr>
<th>Python programming</th>
<th>Digital Electronics (Logic gates, basic circuits)</th>
<th>Operating systems (Basic topics, File systems)</th>
</tr>
</thead>
<tbody>
<tr>
<td>What are generators in Python? - Functions that return an iterable set of elements</td>
<td>Which logic gate itself is a combinational circuit? - XOR</td>
<td>A file system is made up of: - Files (files) and Directories(folders)</td>
</tr>
<tr>
<td>How can you generate random numbers in Python? - import random.random</td>
<td>What is the number of outputs of a full adder circuit? - Three</td>
<td>What does the partition table indicate? - The beginning, size and type of each partition</td>
</tr>
<tr>
<td>Is Python case sensitive? - Yes, he is sensitive.</td>
<td>What is the expression for the sum of a half adder if the inputs are A and B? - A XOR B</td>
<td>What do plain text files contain? - Only printable characters</td>
</tr>
</tbody>
</table>

In order to establish which pre-trained model performs best for the intended purpose, a simple criterion was chosen in which the correct association between questions carries the most weight, followed by the computational cost. The first part of this selection criterion consists of choosing three questions from the table, one question per theme, and associating it mostly with the other questions in the same column through cosine similarity calculation. That is, the model that generates the table that is most like the original based on this calculation will be the one elected according to this criterion. Lastly, in terms of the computational cost of the models, it is calculated based on the average execution time between the processes involved.

Regarding the coding of this environment, first, as shown in (Figure 3), the “sentence_transformers” library is installed and the table with the questions that will be provided for the tests is loaded. Consequently, the respective models are loaded to map the questions to embeddings, as indicated in (Figure 4). Once the model is loaded, the cosine similarity between the pivot question and the other questions is calculated,
and this is the crucial part in which the execution time of the model is calculated, as shown in (Figure 5). In this part, it is also defined how the related questions estimated by the model are retrieved, based on the criterion that the ten highest cosine similarity values calculated should correspond to the ten questions of the theme to which the pivot question belongs, provided that the cosine similarity threshold value is greater than 0.25.

Finally, the corresponding score associated with the model’s effectiveness in relating the questions is calculated. This value is defined by the expression: “final score = total associations + correct associations - incorrect associations.” The value of the term “total associations” corresponds to a constant associated with the number of questions per theme, which is 15. The value of the variable “correct associations” refers to the number of questions that the model correctly related, that is, those that belong to the real theme, while the variable “incorrect associations” refers to those that do not. Of course, the value of the final score is maximum (30) when the value of “correct associations” is equal to 15.
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*Figure 3*

*Installation/import of libraries and body of questions.*
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*Figure 4*

*Loading the models.*
3.4. Final evaluation of the models

As shown in Table II, the selected models are listed along with their effectiveness score in relating questions for the three provided pivot questions, as well as the average execution time for the calculation. It should be noted that this average execution time was calculated based on six code executions for each model evaluation continuously. According to these calculations, the model that had the best effectiveness in relating questions was the first one listed, “paraphrase-multilingual-MiniLM-L12v2”. However, the one that showed the shortest average execution time was “paraphrase-MiniLM3-v2”.

4. Discussion

Based on the results presented, specifically in the diagrams of the “Gamivity” system, two main reasons are proposed as to why this work focused on these types of networks mentioned earlier and not on others such as the set of Word2Vec [16] or Glove [17] architectures. The first reason is that the word embeddings of the Word2Vec and Glove models are context-independent, since they generate only one vector/embedding for each word, combining all the different meanings of the word into a single vector [18]. This means that, for a given word, the associated contexts will be represented in a diffuse manner. Therefore, the main difference between these types of models is that both Word2Vec and Glove do not consider the order of words in their training, whereas
models based on “Transformers” do take into account this order and therefore represent a significant advancement over these networks proposed years ago [19].

On the other hand, the second reason for opting for this type of architecture lies in a technical aspect specific to this system’s implementation. Pre-trained “Transformer” models are quite efficient when it comes to performing tasks such as calculating the similarity between sentences [19], while Word2Vec or Glove models were initially designed to calculate similarity between words [16]. This means that if the system were to use one of these models, additional processes would have to be implemented to calculate the similarity between more complex sentences (in this case, questions); these processes could include the inclusion of a machine learning algorithm of the “keyword extraction” type to extract the keywords of a sentence and compare them with the keywords of another sentence [20]. In other words, “Transformer” networks are more convenient in this aspect because the calculations based on pre-trained models would be more direct and, in principle, less computationally expensive.

### 5. Conclusions

1. The implementation of an NLP model in the multiplatform system “Gamivity” is important for it to make the respective relationships between the questions belonging to the general question repository, thus being able to fulfill the objective of generating personalized tests based on questions that students have answered incorrectly.
2. Although there are countless pre-trained NLP models, the values obtained in the tests indicate that those that best adapted to the proposed needs were of the “Transformer” type, as they are efficient in understanding natural language, especially when estimating the similarity between sentences.

3. It was necessary to test the selected models in order to choose the model that generated the best results and had the lowest computational time. This was done to simulate from a high level what would be present in the personalized learning module in a real production environment of the final application.

4. Once the respective evaluation of the models was carried out, it was determined that the “paraphrase-multilingual-MiniLM-L12-v2” model obtained the best average efficiency when relating the questions. However, considering that this task in the application must be performed every time a teacher adds a new question, the execution time to complete it must be as minimal as possible. For this reason, the “paraphrase-MiniLM-L3-v2” model, which showed an average execution time up to 2.5 times shorter than the previously mentioned model, was established as the candidate model. Although this model was faster, it had a lower final score when associating the questions. It was established that the difference between them was not significant, especially considering that the body of questions used for these tests was not too large compared to the number of questions that would be present in a production environment of the application.
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