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Abstract.
The global community strives to minimize the impact of disasters through various
actions, for example, mapping flood-prone areas. Flood-prone areas need to be
identified correctly, predicted, understood, and socialized to minimize risks when a
disaster occurs regarding death, property damage, and socio-economic losses. This
type of data-based prediction has been developed and implemented widely and can
be applied to predictions related to hydrology. Data mining approaches (estimation,
classification, clustering, and time-series forecast) have significantly influenced research
related to flood prediction in recent years. The time-series flood forecast has been
widely used in previous research using various statistical and data-mining methods.
Predicting floods that occur in coastal areas is less discussed than river floods. One
method that is often used is exponential smoothing. Determining damping factor values
(alpha, beta, and gamma) in the triple exponential smoothing method, in general,
is to use all values from 0 to 1 to find the most optimal damping factor, this takes
quite a long time and results generally appear with less accuracy. So, a combination
of the triple exponential smoothing algorithm is proposed to perform tTimeseries
forecast, and the gradient descent algorithm is used as an optimization algorithm to
obtain optimal weight values for alpha, beta, and gamma in triple exponential smoothing.

Keywords: triple exponential smoothing, gradient descent, flood forecast, flood
prediction, time-series forecast

1. Introduction

The coast is the place where land and sea meet that is in between them [1]. Along the
landward shore, there are areas of land that are both dry and underwater that are still
affected by things like sea breezes, tides, and saltwater seepage. Along the shore, parts
of the sea are still affected by things that happen naturally on land, like sedimentation
and freshwater flows, as well as things that people do on ground, like cutting down
trees and polluting. One of the risks of disasters that occur in coastal areas is flooding

How to cite this article: Dimara Kusuma Hakim, Rahmat Gernowo, Anang Widhi Nirwansyah, (2024), “Rainfall, Wind Speed, and Temperature
Forecast Using Triple Exponential Smoothing and Gradient Descent” in 6th International Conference on Education and Social Science Research,
KnE Social Sciences, pages 578–590. DOI 10.18502/kss.v9i6.15311

Page 578

Corresponding Author: Dimara

Kusuma Hakim; email:

dimarakusumahakim@gmail.com

Published 12 March 2024

Publishing services provided by

Knowledge E

Dimara Kusuma Hakim et

al. This article is distributed

under the terms of the Creative

Commons Attribution License,

which permits unrestricted use

and redistribution provided that

the original author and source

are credited.

Selection and Peer-review under

the responsibility of the ICESRE

Conference Committee.

http://www.knowledgee.com
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


ICESRE

events related to tidal waves or floods influenced by tides, of course heavy rain can
also be one of the main causal factors.

Flood forecasting is essential to flood management, as there is no more practical
measure of prevention or defense [1,2]. A flood forecasting and forecasting system can
be developed as a combination of various elements in an integrated flood analysis
system [2–5]. The hope is that flood forecasting in the form of a flood susceptibility
map can minimize the impact or consequences of flooding. The analysis that produces
a flood susceptibility map provides information about the potential for flooding in the
next few years. In previous research that has been carried out, the input used can be
(1) a combination of static data (slope, elevation, etc.) and dynamic data (rain, wind, etc.),
(2) only static data, and (3) only dynamic data. Dynamic data, namely Meteorological
Factors, consist of rain, wind, humidity, and temperature [6–8]. Data-based prediction
has been developed and implemented widely and can be applied to predictions related
to hydrology. Data mining approaches have significantly influenced research related to
flood prediction in recent years.

Time-series Flood Forecast has been widely used in previous research using various
statistical and data-mining methods. Predicting floods that occur in coastal areas is less
discussed than river floods. One often-used method is Exponential Smoothing [9–11].
Exponential smoothing is a way to predict future values for a time series by taking an
exponentially weighted average of past readings [12]. With this method, newer findings
are given more weight than older ones. This lets the forecast change as the data shows
changing trends. When it comes to exponential smoothing, there are different kinds,
from the most basic to the most advanced. The first type is called Simple Exponential
Smoothing when there is no trend or seasonality. When there is a trend, it is called
Double Exponential Smoothing. When there is a trend and seasonality, it is called Triple
Exponential Smoothing [13]. Because of its limited accuracy, exponential smoothing is
often reserved for making short-term predictions.

Determining damping factor values (alpha, beta, and gamma) in the Triple Exponential
Smoothing method, in general, is to use all deals from 0 to 1 to find the most optimal
damping factor, this takes quite a long time and with results which has less accuracy
[14,15]. So, a combination of the Triple Exponential Smoothing algorithm is proposed
to perform Timeseries Forecast, and the Gradient Descent algorithm is used as an
optimization algorithm to obtain optimal weight values for alpha, beta, and gamma in
Triple Exponential Smoothing.

New data mining techniques have encouraged researchers to increase research
efforts to obtain increasingly accurate flood predictions. Data mining techniques are
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based on machine learning techniques that can intelligently generate rules and pat-
terns from large amounts of data [16]. Identification and prediction of hydrology-related
disasters, which are carried out using time-series data mining analysis methods, are
influenced by the availability of historical data that is large enough to present strategic
decision alternatives in the future [17,18].

2. Method

2.1. Triple Exponential Smoothing

Triple Exponential Smoothing, also known as Holt’s Winter Exponential Smoothing, is a
time-series forecasting method that extends Simple Exponential Smoothing by adding
trend and seasonal components. This method uses two smoothing constants, one for
level and one for trend, to update the components for each period. The equation used is
as follows in Eq. (1), L𝑡 refers to Level. In exponential smoothing, the word “level” means
a rough guess of the local mean or “level” of the process of making the data at a specific
time. This part of the forecast considers long-lasting effects, like the average value. The
level is found by taking the weighted average of past readings, where the weights get
smaller and smaller as the observations get older. A quantity called α, which can be any
number from 0 to 1, controls the weights. If α is high, the most recent measurement is
more critical. If it is low, it means that the most recent prediction is more important. This
Level component is used in Single Exponential Smoothing. In Eq. (2), T𝑡 (trend) refers
to a consistent upward or downward pattern in the data over time, in other word, trend
is the increase or decrease in the series. The addition of the Trend component is used
in Double Exponential Smoothing. In Eq. (3), it is possible to determine seasonality (S𝑡),
level, and trend (T𝑡) in triple exponential smoothing. This works well for data that has
movements that repeat over time. When exponential smoothing is used, the seasonal
part looks at patterns or trends over a specific period, like a day, week, month, season,
etc. This approach works best for data that has clear seasonal trends, and it is often
used to predict sales, among other things. When discussing exponential smoothing,
“seasonal” means that the forecast model uses the seasonality factor. In this way, the
model can consider trends in the data that happen at set times. For instance, store sales
might rise yearly in December and fall every year after. Exponential smoothing can make
better predictions for this kind of data by including this “seasonal” factor in the model.
Forecast in the Eq. (4) is a formula used to make future predictions. The definitions of
all variables used are: α is the weight (or smoothing constant) for the level, Y𝑡 is the
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observed value at time t, L𝑡−1 is the level at time t-1, T𝑡−1 is the trend at time t-1, S𝑡 is
the smoothed value at time t, the measure β (beta) smooths out the trend that has a
value between 0 and 1 and tells the computer how much weight to give to the trend
component.

Table 1:

𝐿𝑡 = α(𝑦𝑡 / 𝑆𝑡−𝑠) + (1 − α) (𝐿𝑡−1 + 𝑇𝑡−1) (1)

𝑇𝑡 = β(𝐿𝑡 − 𝐿𝑡−1) + (1 − β) 𝑇𝑡−1 (2)

𝑆𝑡 = γ(𝑦𝑡 / 𝐿𝑡) + (1 − γ) 𝑆𝑡−𝑠 (3)

ŷ𝑡+𝑘 = (𝐿𝑡 + 𝑘 𝑇𝑡 ) 𝑆 𝑡+𝑘−𝑠 (4)

2.2. Gradient Descent

Optimization is an algorithm that can find optimal values by minimizing or maximizing
the objective function (error function). The output of all calculation processes is studied
and updated towards the optimal solution, namely by reducing losses with the Training
process. Gradient Descent is an algorithm used in Machine Learning. This algorithm is
an optimization algorithm to find the minimum value of a function by minimizing the loss
function. This process occurs in the backpropagation phase. The gradient is the value
of the slope or inclination of a line that compares the y component (ordinate) with the x
component (abscissa). The gradient here is the slope value of a function, namely the rate
of change of a parameter relative to the number of other parameters. Mathematically, a
gradient can be described as a partial derivative of a series of parameters concerning
its input—the more gradients, the steeper the slope. Gradient Descent is also described
as iteration used to find a parameter’s optimal value (Fig. 1) by using calculus to find
the minimum value. Gradient Descent is used to update weights by minimizing the loss
function. This Gradient Descent process occurs in the backpropagation phase. Gradient
Descent is a process that occurs in the backpropagation phase where the goal is to
continuously change the gradient of the model parameters in the opposite direction
based on the weight w, updating consistently until it reaches the global minimum of the
function.

2.3. Data

Data was taken geometrically on the coast of Pekalongan City, from 2 sources: meteo-
rological data from NASA: GMAO MERRA-2 (satellite), and Sea Level from BIG (Geospa-
tial Information Agency) from tidal measurements at the harbor, over a period of 4
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Figure 1: Get Local Minima with Gradient Descent.

years (2019 -2022). Meteorological data includes: Temperature at 2 Meters (C), Specific
Humidity at 2 Meters (g/kg), Precipitation Corrected (mm/day), and Wind Speed at 10
Meters (m/s). We use the maximum value for each month in this study.

3. Result and Discussion

3.1. Temperature
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Figure 2: Maximum temperature graph for each month.

Based on Fig. 2, the temperature pattern in Pekalongan varies greatly. Data increased
at the end of 2019 and continued in early 2020. The pattern of temperature in the picture
experiences fluctuations every year, where the temperature tends to rise in November,
December, and January, while for other months, the data experiences a downward trend.
This repeats itself every year, so it can indicate that there is a seasonal pattern in the
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data. In the picture, the data experiences an increase or decrease every year. Monthly
observations suggest that levels, trends, and seasonality are formed in some months
and other months experience fluctuations. It can be seen in the picture that the data
pattern shows. Data patterns tend to fluctuate so that the temperature is calculated. In
the calculations, the season’s length is 12 because what is used is monthly for one year.
Next, analyses were carried out for the initial data smoothing values using Eq (1), (2), [3],
[4), and the results obtained were as shown in Table 1.

The training results on the data produced optimal values alpha=0.88228094, beta=0,
and gamma=1. Then the evaluation results have MAE=0.45, MSE=0.30, RMSE=0.55, and
MAPE=1.66%. It was concluded that there is no trend component in temperature but an
absolute seasonality component.

Table 2: Initial Trend of Temperature.

Initial Trend

Year 1 Year 2 Y2 - Y1 (Y2 - Y1) / 12

27,37 27,64 0,27 0,02

26,73 26,9 0,17 0,01

26,89 26,89 0 0,00

27,22 27,56 0,34 0,03

27,35 27,85 0,5 0,04

26,58 26,33 -0,25 -0,02

26,76 26,08 -0,68 -0,06

27,05 26,54 -0,51 -0,04

28,47 27,37 -1,1 -0,09

29,46 27,65 -1,81 -0,15

29,65 27,49 -2,16 -0,18

28,35 26,55 -1,8 -0,15

-0,05

3.1.1. Humidity

Figure 3 shows that the pattern of humidity in Pekalongan is very different. Data
improved at the end of 2019 and is still going strong in early 2020. When you look
at the picture, the pattern changes every year. The data tends to go up in November,
December, January, February, March and April, but in other months, it goes down. It
does this same thing every year, which could mean the data has a seasonal trend.
The info in the picture looks up or down every year. Based on monthly observations,
levels, trends, and patterns are formed in some months while they change in others.
The picture shows the data trend by looking at how the data trends change over time.
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Figure 3: Maximum Humidity graph for each month.

The calculations say the season lasts 12 months because that’s how long a year is. Next,
equations (1), (2), [3, 4], and (9) were used to figure out the initial data smoothing values.
The outcomes are shown in Table 2.

After training on the data, the best numbers were alpha=0.2, beta=0, and gamma=1.
The study then shows that MAE=0.71, MSE=0.96, RMSE=0.98, and MAPE=3.77%. To sum
up, it was found that humidity does not have a trend component but an absolute annual
component.

Table 3: Initial Trend of Humidity.

Initial Trend

Year
1

Year
2

Y2 - Y1 (Y2 - Y1) / 12

19,04 19,17 0,13 0,01

19,04 19,71 0,67 0,06

19,23 19,47 0,24 0,02

19,65 19,9 0,25 0,02

19,35 19,84 0,49 0,04

18,19 18,92 0,73 0,06

17,46 17,88 0,42 0,03

15,2 17,94 2,74 0,23

15,99 18,37 2,38 0,20

15,75 18,8 3,05 0,25

18,19 18,98 0,79 0,07

19,78 19,04 -0,74 -0,06

0,08
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3.2. Precipitation

Based on Figure 2, the rainfall pattern in Pekalongan varies greatly. Rainfall data
increased in November but decreased in December and continued to increase again in
January, February, March and April. Seen in the image which shows the data pattern.
The data pattern tends to fluctuate so the data is calculated. By using Equations (1), (2),
[3], [4), and the results obtained are as in Table 3.

The training results on the data produce optimal values alpha=0, beta=0.4, and
gamma=0. Then the evaluation results have MAE=9.31, MSE=275.33, RMSE=16.59, and
MAPE=72.44%. It was concluded that there is no seasonality component in rainfall.

Table 4: Initial Trend of Precipitation.

Initial Trend

Year 1 Year 2 Y2 - Y1 (Y2 - Y1) / 12

9,19 7,99 -1,2 -0,10

9,76 8,48 -1,28 -0,11

9,44 9,86 0,42 0,04

9,64 8,07 -1,57 -0,13

9,3 8,47 -0,83 -0,07

0,53 6,96 6,43 0,54

2,06 34,73 32,67 2,72

1,58 9,39 7,81 0,65

6,8 6,01 -0,79 -0,07

3,94 9,91 5,97 0,50

9,77 9,39 -0,38 -0,03

7,58 7,6 0,02 0,00

0,33

3.3. Wind Speed

Figure 4 shows that the wind speed trend in the Pekalongan changes over time. It’s
getting better at the start of the year. Every year, the pattern of data in the picture calls
bigger. The data got bigger in January, but in other months, it got smaller. In this case, it
is repeated every year to show that the data has seasonal trends. It’s still possible for the
info in this picture to go up or down. Monthly data sets levels, trends, and seasonality in
some months, while gains happen in others. The next step was to use Equations (1), (2),
[3, 4], and the results were shown in Table 4 to make sure the original data was correct.
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Figure 4: Maximum Wind Speed graph for each month.

It was found that 0 for alpha, 0.4 for beta, and 0.6 for gamma were the best num-
bers. It was then evaluated and found that MAE=0.99, MSE=1.64, RMSE=1.28, and
MAPE=23.51%. This shows the existence of Trend and Seasonal patterns.

Table 5: Initial Trend of Wind Speed.

Initial Trend

Year 1 Year 2 Y2 - Y1 (Y2 - Y1) / 12

6,14 5,02 -1,12 -0,09

3 4,77 1,77 0,15

4,98 4,2 -0,78 -0,07

3,71 4,7 0,99 0,08

3,86 3,68 -0,18 -0,02

4,38 3,99 -0,39 -0,03

4,05 4,24 0,19 0,02

4,1 4,1 0 0,00

3,62 4,2 0,58 0,05

4,55 5,04 0,49 0,04

3,66 4,22 0,56 0,05

3,31 7,55 4,24 0,35

0,04

3.4. Sea Level

Figure 5 shows that the Sea Level in Pekalongan has a specific pattern. Data increased
in April and May. If you look at the picture, the pattern changes every year. The same
thing happens yearly, meaning the data has a seasonal trend. The info in the shot goes
up or down every year. Based on observations made every month, it can be seen that
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Figure 5: Maximum Sea Level graph for each month.

levels, trends and patterns form in somemonths and change in others. The figure shows
the data trend, looking at how the data trend changes over time. The calculations say
the season lasts 12 months because that’s how long a year is. Next, equations (1), (2),
[3, 4], and (9) are used to determine the smoothing value of the initial data. The results
are shown in Table 5.

After training the data, the best numbers were found at alpha=0, beta=0, and
gamma=0,7. Research then shows that MAE=32.33, MSE=2359.84, RMSE=48.58, and
MAPE=19.02%. In conclusion, it is found that Sea Level does not have a trend component
but a seasonal component.

Table 6: Initial Trend of Sea Level.

Initial Trend

Year 1 Year 2 Y2 - Y1 (Y2 - Y1) / 12

97 98 1 0,08

196 99 -97 -8,08

183 183 0 0,00

198 184 -14 -1,17

207 211 4 0,33

97 213 116 9,67

193 197 4 0,33

98 193 95 7,92

189 198 9 0,75

195 203 8 0,67

99 96 -3 -0,25

99 202 103 8,58

1,57
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4. Conclusion

The conclusion obtained from the research that has been carried out is that the max-
imum rainfall, sea level, humidity, wind speed and monthly temperature data on the
Pekalongan Coast have varying Trend and Seasonal components. In the next research, it
is hoped that we will be able to conduct research on large amounts of data, namely daily
data, and use a Hybrid Method approach. The forecast results with Triple Exponential
Smoothing show good MAPE values for the variables: Temperature (1.66%), Humidity
(3.77%), Wind Speed (23.51%) and Sea Level (19.02%), but have bad forecasting results in
the Precipitation variable (72.44%). The many variables involved in rain prediction in this
process are the reason why rain is often difficult to predict. To determine tomorrow’s
weather, experts usually use today’s weather guidelines, this indicates that it is still
difficult to predict rain for long-term forecasts. The implication of this research is that
it is one of the stages of research in predicting floods, starting with a univariate time-
series approach. It is hoped that future research can describe all the variables in this
research in a Multivariate Time-series approach.
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