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Abstract.
The utilization of artificial intelligence (AI)-powered mobile applications has
demonstrated potential in enhancing pronunciation skills for learners of English
as a Foreign Language (EFL). In this study, Natural Language Processing (NLP) was
employed for English student learning. Jonglish, an Android mobile application utilizing
Machine Translation and Grammarly, served as the platform. Given the novelty of the
field in Indonesia, the researchers aimed to investigate the integration of NLP into
the creation of Jonglish. To address the research objective, which is to elucidate the
development of a mobile application named Jonglish through the concept of AI to
enhance pronunciation skills in EFL, the researchers utilized the Life Cycle Machine
Learning, specifically the Cross Industry Standard Process for Data Mining (CRISP-DM).
The results of testing the dataset revealed a 100% success rate in translating the data
into Indonesian and English using TextBlob as a translator. Meanwhile, SpellingCheck
achieved a 98% accuracy rate for spelling checks. With technological advancements,
the collaboration of AI and mobile application will undoubtedly drive further innovation,
enhancing convenience, efficiency, and engagement for users around the world.
Following the progress report, the subsequent stage is the model testing and
deployment phase. In this phase, developers and AI engineers operationalize the
concepts and algorithms developed in earlier stages and bring them to life within
mobile applications.
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1. Introduction

Artificial Intelligence (AI) is an expanding technological domain that has the potential to
change every aspect of our social interactions. In education, AI has begun to produce
new teaching and learning solutions, which are now being tested in various contexts [1].
According to one of the computer scientists, AI is the science and engineering of mak-
ing intelligent machines, especially intelligent computer programs [2]. AI necessitates
advanced infrastructure and a thriving innovator ecosystem. In the rapidly evolving
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landscape of technology, the fusion of AI and mobile applications has become a
transformative force. Artificial intelligence has grown dramatically, and its application
in data science, information science, and various platforms is unprecedented [3,4].
The marriage of AI and mobile applications has led to the creation of intelligent,
responsive, and personalized experiences for users. [5] In the educational domain,
mobile applications are used as tools to facilitate the teaching-learning process in the
classroom, reinforce knowledge or skills outside of the classroom (e.g., wikis), replace
teacher instruction (e.g., Massive Online Open Courses- MOOCs), or encourage learner
motivation and task management skills (e.g., blogs). In addition, Machine learning is
a branch of artificial intelligence that has almost become the pronoun of artificial
intelligence in many cases. Machine learning systems are used to recognize objects
in images, transcribe speech into text, match news items, posts, or products to the
interests of users, and select relevant search results [6]. It is also as an existing field
of approaches in computer science that perform better with practice [7,8]. In sum, AI
encompasses the simulation of human intelligence processes by machines, particularly
computer systems.

Mobile applications powered by artificial intelligence (AI) have shown promise in
enhancing pronunciation skills in English as a Foreign Language (EFL) learners. These
applications leverage automatic speech recognition (ASR) technology to provide learn-
ers with real-time feedback and practice opportunities for improving their pronunciation.
Several studies have investigated the impact of AI-powered mobile applications on EFL
learners’ pronunciation skills. Positive result has shown by Zhou [9] in terms of pronun-
ciation improvement. For example, a systematic review of artificial intelligence dialogue
systems for EFL students found that chatbots and mobile applications enhanced EFL
students’ performance in interactional competence.

Additionally, research has shown that AI-powered mobile applications can enhance
the capabilities of mobile technology for pronunciation learning. Smartphone software
developers are increasingly integrating AI technologies to improve the effectiveness of
pronunciation training [10,11,12]. However, it is important to note that the effectiveness
of AI-powered mobile applications for pronunciation improvement may vary depending
on individual learners’ motivation, learning styles, and language goals. While these
applications can be valuable tools for pronunciation practice, they should be used with
comprehensive language learning strategies and instruction.

In conclusion, mobile applications powered by AI can potentially enhance pronunci-
ation skills in EFL learners. These applications offer real-time feedback, personalized
learning experiences, convenience, and accessibility. Research evidence supports the
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effectiveness of AI-powered mobile applications for pronunciation improvement. How-
ever, it is essential to consider individual learners’ needs and goals when incorporating
these applications into language learning.

Some features are used to create mobile applications. (1) Exploratory Data Analysis
(EDA) is a critical phase in the data analysis process that involves examining, sum-
marizing, and visualizing data to gain a deeper understanding of its characteristics,
patterns, and potential relationships. EDA plays a pivotal role in uncovering initial
insights, identifying anomalies, and guiding the direction of subsequent analyses. It
is the foundation for informed decision-making and hypothesis generation in various
fields, including statistics, data science, and machine learning. EDA is a well-established
statistical tradition that provides conceptual and computational tools for discovering
patterns in order to foster hypothesis development and refinement [13]. (2) Text feature
extraction is a process in natural language processing (NLP) that involves converting
raw text data into a format that machine learning algorithms can understand and work
with effectively. Text data is inherently unstructured, and machine learning models
require numerical features as input. Feature extraction involves transforming text into a
numerical representation that captures the important information and patterns present
in the text. Text feature extraction that extracts text information is an extraction to
represent a text message, and it is the basis of a large number of text processing [14].
(3) Voice feature extraction is converting raw audio signals, such as spoken language
or sound recordings, into numerical features that can be used for various machine
learning tasks, including speech recognition, emotion detection, speaker identification,
and more. Similar to text feature extraction, voice feature extraction aims to transform
unstructured audio data into a structured format that machine learning algorithms can
effectively process. (4) NLP stands for Natural Language Processing, a field of AI that
focuses on the interaction between humans and computers using natural language.
NLP aims to enable computers to understand, interpret, and generate human language
in a way that is both meaningful and useful.

According to There are several subfields and techniques within NLP [15], including:
(1) Tokenization: this involves breaking down a text into individual words or tokens,
making it easier for a computer to process. (2) Part-of-Speech Tagging: it involves
categorizing words in a text into their respective grammatical parts of speech, such
as nouns, verbs, adjectives, etc. (3) Named Entity Recognition (NER): NER identifies and
classifies entities like names of people, places, organizations, dates, and more within
the text. (4) Sentiment Analysis: This determines the sentiment or emotional tone of a
piece of text, typically as positive, negative, or neutral. (5) Machine Translation: NLP is
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used in machine translation systems like Google Translate to translate text from one
language to another. (6) Text Generation: NLP models can generate human-like text,
which can be used for chatbots, content creation, and more. (7) Topic Modeling: it is a
technique to identify and extract topics or themes from a collection of text documents.
(8) Text Classification: this involves assigning predefined categories or labels to text
documents, like spam detection in emails or topic categorization in news articles. (9)
Chatbots and Virtual Assistants: NLP is used to build conversational agents that can
interact with users in a human-like manner. (10) Question Answering: NLP models can
be trained to answer questions based on a given text or document, as seen in search
engines and virtual assistants. These are just a few examples of the various applications
and techniques within the field of NLP. NLP has a wide range of real-world applications,
from improving customer support through chatbots to analyze social media sentiment
and much more.

In this case, we use NLP for English student learning named Jonglish (Jowo-English).
It refers to the study and exploration of Javanese English. It is a unique linguistic
phenomenon that combines elements of the Javanese language and English. It is
commonly spoken by Javanese people who have a limited proficiency in English. In
the current study, Jonglish is an android mobile application using Machine Translation
and Grammarly. Machine Translation is part of

NLP has a wide range of real-world applications, from improving customer support
through chatbots to analyze social media sentiment and much more [16]. In this case,
we use NLP for English student learning, Jonglish is an android mobile application using
Machine Translation and Grammarly. Since the field is new in Indonesia, the researchers
wanted to explore how NLP became part of Jonglish was created. Therefore, the
objective of this research is to describe the development of mobile application named
Jonglish through the concept of AI to enhance pronunciation skill in EFL.

2. Method

The current research was part of the second year of R&D research, which included (1)
exploratory data analysis, (2) data preprocessing, (3) text feature extraction, (4) voice
feature extraction, (5) model building. These were Life Cycle Machine Learning called
CRISP-DM [17], seen in Figure 1.

CRISP-DM is a model of a process that forms the foundation of a data science
procedure. There are six successive phases: (1) Business understanding; what is required
to understand business? (2) Understanding data; what information do we have or need?
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Is it spotless? (3) Data organization; how should the data be set up for modeling? (4)
What modeling techniques ought to be used? (5) Evaluation; which model best satisfies
the company’s goals? (6) How do stakeholders obtain the results after deployment?
CRISP-DM provides a systematic and structured approach to solving complex data
problems, helping organizations derive actionable insights and value from their data. It
emphasizes the importance of understanding the business context and the data.

 

Figure 1: CRISP-DM Diagram.

Then, the researchers employed descriptive qualitative design, where the qualitative
method investigates human phenomena [18]. It was to explain and describe the results
found in this research. The object of the research was an android mobile application
called Jonglish, which was created and designed by the researchers. Therefore, the
application has not yet been widely known or documented in any sources.

3. Result and Discussion

The study aimed to develop a mobile application named Jonglish through AI to enhance
pronunciation skills in EFL. Jonglish is an Android mobile-based application for English
learning media for students whose mother tongue is Javanese. This application was
built using the Python programming language with the TextBlob library. We can use
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TextBlob to process text and perform stemming or lemmatization based on specific
NLP needs [19,20]. It is a handy tool for text preprocessing and analysis in Python.

TextBlob is a Python library for processing textual data, and it includes a feature for
stemming and lemmatization, which can be used to convert words to their base forms.
Figure 2 explains the process of developing Jonglish by word recognition or searching
for basic words using the TextBlob library with stemming and lemmatization to reduce
words to their root or base form. The steps included stemming, lemmatization, and
word sense. Stemming and lemmatization are two common techniques used in NLP for
word normalization. While both techniques aim to reduce words to their base or root
form, there are some important differences between them. Stemming is a rule-based
process that removes prefixes and suffixes from words to obtain the base or root form.
Stemming is faster than lemmatization because it applies simple rules to truncate words
without considering the context or part of speech. Stemming may result in the creation
of non-words or words that do not exist in the dictionary. Stemming is commonly used in
applications like sentiment analysis, where word variations may not significantly affect
the analysis.

 

Figure 2: Techniques used in Natural Language Processing (NLP) in Jonglish.

On the other hand, lemmatization is a more sophisticated process that considers the
context and part of speech of words to derive their base or dictionary form. Lemmatiza-
tion takes more time than stemming because it finds meaningful word representation
by using a vocabulary and performing morphological analysis. Lemmatization produces
real dictionary words, which can be beneficial for tasks that require accurate word
representations. Lemmatization is commonly used in applications like chatbots and
question-answering systems, where the accuracy of word representation is crucial.

WordNet is a lexical database and resource that is often used in NLP. It is a valuable
tool for researchers and developers working with text and language-related applica-
tions. WordNet is a large lexical database of English. It groups English words into sets of
synonyms, called synsets, and provides a brief definition and semantic relationships for
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each word. WordNet is used in various NLP tasks such as text classification, information
retrieval, and sentiment analysis, and in this case, we use WordNet to make word sense
disambiguation. It helps understand the meanings of words and their relationships,
which is crucial in NLP applications.

One common use of WordNet in NLP is for Word Sense Disambiguation. This is
determining which sense of a word is used in a particular context. WordNet provides
different senses (or synsets) for many words, helping NLP algorithms disambiguate
word meanings. WordNet is a crucial resource in the field of NLP for understanding
word meanings and their relationships. It plays a significant role in various NLP tasks,
contributing to developing more accurate and context-aware natural language process-
ing applications.

TextBlob uses WordNet to provide features related to word sense disambiguation,
semantic similarity, and more. Synsets help TextBlob determine the correct sense of
a word in a given context. For example, the word “bank” = [can refer to a financial
institution or the side of a river], “Believe” =[’capable of being believed’]. By identifying
the synset associated with the word, TextBlob can improve its spellcheck’s accuracy by
suggesting contextually appropriate corrections.

The second feature is to translate Indonesian into English and vice versa from English
into Indonesian using the Text Blob Library. There is code that will translate the text to
Bahasa Indonesia using TextBlob. After those phases were completed, the researchers
displayed the features of Jonglish, as seen in Figure 3.

  

Figure 3: The Features of Jonglish Application.

NLP is a field of artificial intelligence that deals with the interaction between com-
puters and human languages. It encompasses various tasks and applications, including
grammar correction, machine translation, disambiguation, and definition extraction. As
well as Jonglish,which focuses onGrammar Correction (e.g., Grammarly): Grammarly is a
popular application that uses NLP to help users improve their writing by identifying and
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correcting grammatical errors, spelling mistakes, punctuation issues and suggesting
better word choices. NLP models in Grammarly analyze the context of the text and
provide real-time feedback to enhance the overall readability and correctness of the
content. Machine Translation (e.g., Google Translate): Machine translation is automati-
cally translating text or speech from one language to another. NLP plays a central role
in machine translation systems like Google Translate. NLP models analyze the structure
and meaning of sentences in the source language and generate equivalent sentences
in the target language, considering grammar, syntax, and context. Disambiguation: NLP
techniques are used to resolve ambiguities in language. Natural languages often contain
words or phrases with multiple meanings, and disambiguation aims to determine the
correct interpretation of a word or phrase based on the context in which it appears.
This is essential for accurate language understanding and meaningful communication.
Definition Extraction: NLP can automatically extract definitions or meanings of words
and phrases from large text corpora or dictionaries. NLP models analyze the context in
which words are used to provide concise and accurate definitions. This can help build
language resources and provide instant access to word meanings for users.

NLP achieves these tasks through various techniques and technologies, including
Tokenization: Breaking down text into individual words or tokens. Part-of-Speech (POS)
Tagging: Assigning grammatical categories (e.g., noun, verb) to each word in a sentence.
Syntactic Parsing: Analyzing the grammatical structure of sentences to understand rela-
tionships between words. Named Entity Recognition (NER): Identifying and categorizing
named entities such as names of people, places, and organizations. Word Embeddings:
Representing words in a continuous vector space to capture semantic relationships.
Machine Learning: Training models on large datasets to perform specific NLP tasks,
such as language translation, sentiment analysis, and more. Overall, NLP technologies
like Grammarly and machine translation services are powerful examples of how artificial
intelligence can enhance language-related tasks, assisting with writing, communication
across languages, and improving the clarity and accuracy of text. Disambiguation and
definition extraction are fundamental components of NLP that contribute to the refine-
ment and precision of language understanding and communication.

In addition, from the results of testing the data set, it was obtained that 100% of the
data was successfully translated correctly using TextBlob as a translator into Indonesian
and English. Meanwhile, for spelling check, SpellingCheck has an accuracy of 98 %.
Therefore, the testing results of Jonglish dataset have demonstrated the effectiveness
of using TextBlob as a translator for both Indonesian and English, achieving a remark-
able 100% accuracy rate in accurately translating the provided data. Furthermore, the
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SpellingCheck tool exhibited high accuracy, with a 98% success rate in identifying and
correcting spelling errors within the dataset. These findings underscore the reliability
and proficiency of TextBlob as a translation tool and the SpellingCheck tool for spelling
correction, emphasizing their potential as valuable resources for language-related tasks
and enhancing overall data quality and communication.

4. Conclusion

The evolution ofmobile applications through the concept of artificial intelligence has rev-
olutionized user experiences. From personalized recommendations to efficient automa-
tion, AI has reshaped how we interact with our devices. As technology advances, the
collaboration between AI and mobile apps will undoubtedly lead to further innovation,
enhancing convenience, efficiency, and engagement for users worldwide. AI has revolu-
tionized user experiences in various ways, and its collaboration with mobile application
is poised to bring even more innovation.

The next stage after the progress report is the model testing and deploying phase.
In the model testing and deploying phase, developers and AI engineers take the
concepts and algorithms developed in earlier stages and bring them to life within
mobile applications. In conclusion, the model testing and deploying phase is critical
in realizing the potential of AI-powered mobile applications. It involves rigorous testing,
data integration, optimization, security considerations, user feedback, and ongoing
maintenance to ensure that the AI enhances the user experience and provides value
to users worldwide. As technology advances, this collaboration between AI and mobile
applications will lead to exciting new developments and improved user experiences.
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