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Accurate, efficient and fast processing of textual data and classification of electronic
documents have become an important key factor in knowledge management
and related businesses in today's world. Text mining, information retrieval, and
document classification systems have a strong positive impact on digital libraries
and electronic content management, e-marketing, electronic archives, customer
relationship management, decision support systems, copyright infringement, and
plagiarism detection, which strictly affect economics, businesses, and organizations.
In this study, we propose a new similarity measure that can be used with k-nearest
neighbors (k-NN) and Rocchio algorithms, which are some of the well-known algorithms
for document classification, information retrieval, and some other text mining purposes.
We have tested our novel similarity measure with some structured textual data
sets and we have compared the results with some other standard distance metrics
and similarity measures such as Cosine similarity, Euclidean distance, and Pearson
correlation coefficient. We have obtained some promising results, which show that this
proposed similarity measure could be alternatively used within all suitable algorithms,
methods, and models for text mining, document classification, and relevant knowledge
management systems.

text mining, document classification, similarity measures, k-NN, Rocchio
algorithm

Text classification or document categorization is one of the main research and appli-
cation areas in text and web mining today. Text classification can simply be defined as
the task of assigning predefined categories or classes to texts based on the contents
of the documents [1]. The rapid increase in the amount and usage of digital text
data, such as electronic news articles, digital libraries, and blogs, has enabled text
classification to become a key player in the field of natural language processing or
other text-based knowledge applications and management information systems. Text

mining and document classification applications have a strong positive impact on
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digital libraries and electronic content management, e-marketing, electronic archives,
customer relationship management, decision support systems, copyright infringement,
and plagiarism detection, which strictly affect economics, businesses, and organizations.
Text classification problems can be solved by applying supervised learning algorithms to
train classification models with a collection of previous examples by specific machine
learning and classifier algorithms, for which the correct classifications (or labels) are
known [1, 2].

There are some crucial aspects that make text categorization or classification different
from classification cases in data mining. First, the raw textual data is much more
unstructured than the data used in classical data mining. This fact brings about the
requirement of some extra data pre-processing phases for text mining and document
classification, such as tokenization, stemming, stop words, lemmatization, and some
other computational linguistics methodologies, if necessary [2, 3]. Second, in most
cases, the number of documents or instances and the number of features are signifi-
cantly higher in text mining applications when compared to ordinary data mining cases.
This brings about two new necessities; one of them is the need for very high data
storage and fast computational capacities, and the other is the extreme criticality of
feature reduction or selection [4]. Another aspect that makes text mining and document
classification a more challenging task than ordinary data mining is the number of
categories or classes. In most of the document categorization problems, the number of

classes might vary between five up to hundreds of different categories [2].

Accurate prediction of new test documents and assigning them to the correct cate-
gories is one of the primary aims in text classification. The success of a text classification
mainly relies on three major processes: appropriate text pre-processing, suitable and
feasible feature selection, and the machine learning or classification algorithm's training
capability [1, 4]. There are different types of machine learning algorithms and models that
are used in text classification today. One of the oldest machine learning approaches for
text classification, which is still in use today, is Naive Bayes classifier [5]. It is known as
one of the simplest and fastest text classification algorithms that are based on statistical
modeling. However, if there are more than two categories, then different versions of
Naive Bayes are implemented and used more effectively. Multinomial Naive Bayes
algorithm is one of such approaches [2, 6]. There are also some other approaches that
are based on Naive Bayes and its adaptation to text categorization problems, such as

Complement Naive Bayes [7], and Negation Naive Bayes [8].

Some of the kernel-based functions that are used in machine learning are also

implemented for text categorization and one of them is support vector machines (SVM).
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A number of different methods exist for determining a good support vector for a category
and for calculating to which class a document belongs to from a set of support vectors for
multiple classes in multidimensional space by selecting the optimal kernel and setting
appropriate parameters for the kernels [9, 10]. However, it should be noted that all types
of SVM models are designed for binary classification. Hence, some additional methods

must be included and used for document categorization with three or more classes.

There are some other models that have been adapted and used for document clas-
sification, such as artificial neural networks and clustering. For instance, learning vector
quantization (LVQ), which is a type of simple neural network, is used for text classification
[11]. Another study that adapts artificial neural networks for text categorization is the
hierarchical perceptrons [12]. It should be noted that hierarchical topic classification is
one of the most difficult and challenging areas in document classification because the
document is multi-labeled with different categories in a hierarchical manner and the goal
is to classify each document correctly for all different categories and sub-categories
that it belongs to. The researchers propose that their hierarchical perceptron model
achieved better performance scores than multilayer perceptron models or Bayesian
approaches [12]. Adaptation of clustering methodology for text classification can be

considered as another unique approach [13].

Another type of algorithm that is implemented for text classification is k-NN (k-nearest
neighbors), which is an instance-based learner that uses the vector representations of
documents and tries to classify the documents by using some similarity measures [14].
Rocchio classifier is another instance-based learning algorithm that uses centroids and
vector space models with similarity measures [15]. These two algorithms are the ones
that are specially chosen and used in this study and they will be discussed in more

detail in the following sections.

Holzinger et al. have made a detailed research and literature survey in biomedical
text mining and text classification, where they have elaborated on some open problems
and future challenges. In their research article, one of the open problems and future
challenges was stated to be an improvement of similarity metrics that are used in vector
space models of biomedical text mining and other types of document categorization
[16]. The primary aim of our study is to propose a new similarity measure as well,
which improves the classification performance and accuracy of classifiers based on
vector space models that are used in text mining and document classification. This
study proposes a novel similarity measure that can be easily implemented and used for
document classification, which also provides some promising results that improve the

relevant algorithms' performance in terms of classification accuracy.
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As it was mentioned in the previous sections of this article, a new similarity measure
was proposed, implemented and used among different datasets that were derived from
Turkish texts. The proposed similarity measure can be used as an alternative metric in
text mining and document classification where the attribute values are composed of
non-negative numerical values that were derived from frequencies and other statistical
measures of words in the documents. Our novel similarity measure is compared with
the basic well-known similarity measured and distance metrics that are mostly used in

text classification.

It should be noted that there are various text classification algorithms, but if the
similarities between different texts / documents / records are to be analyzed by using
each feature's value by means of vector values in a hyper-space, then k-NN (k-nearest
neighbors) and Rocchio algorithms are mostly used. Hence, these two algorithms with
relevant similarity measures were used and comparatively analyzed with our novel

method in our experiments.

21. Similarity measures and relevant classifiers

In this section, the basic similarity measures and the relevant classification algorithms
used in text mining and document categorization problems, which are specified as
“instance-based learners", are explained. k-NN is a type of instance-based machine
learning algorithm where “a set of labeled training examples is used to predict the new
example's label within the range of its nearest k neighbor(s) that are identified using
a similarity or distance measure" [17]. This machine learning algorithm can be used for
regression, binary or multi-classification problems with any type of data. It is known
that if k-NN is to be used for text categorization or document classification, Cosine
similarity, Euclidean distance, and Pearson correlation coefficient are mostly preferred
as the similarity measure. It is usually recommended not to use the closest single
neighbor (k=1) only, but also should be experimented and observed for k=2, 3, and so
on. However, in this study, when k was set to a higher value than one, the performance
values significantly degraded for all of the data sets with any of the alternative similarity
metrics. Thus, only the experimental results for k=1 is included in this article.

Rocchio classifier is another instance-based learning algorithm that is mostly used for
document classification. Although this algorithm was originally designed for information

retrieval systems [18], it was converted to a text classifier algorithm later on. Rocchio
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algorithm for classification can be simply described as “a centroid-based classifier that
calculates representative vectors of each class to define the class boundaries, where
the representative vectors (centroids) are given by the average vector of the training
documents assigned to the represented class" [15]. Since the similarity measures in
Rocchio algorithm are mostly preferred as Euclidean distance and Cosine similarity,
these two were also used and comparatively analyzed with our novel similarity measure.

Rocchio classification algorithm is shortly described in equation (1).

Let D, be the set of all documents in class cand v d be the vector space of d.
The centroid of class c is calculated as follows:

uc) = D, v(d) (1)

deD,
A new document or record will be assigned to the closest centroid s class.
Cosine similarity or Euclidean distance is used to calculate the closeness.

Euclidean distance, Cosine similarity, and Pearson correlation coefficient measures
are shortly given in equations (2), (3), and (4). It should be noted that the coordinates
of vectors are in fact the records, instances, or documents and consequently, vector

elements or values are in fact the values of the features or attributes of that instance.

Letp = p1,02, . Pn and q = q1,qz, - qp

Euclidean distance between p and q is;

()
n
d(p,q) = pi—q°
i=1
Cosine similarity between p and q is;
i—1 Piqi (3)

Cos_sim (p,q) =

n 2 n 2
i=1Pi i=14i
Pearson cc (correlation coef ficient) between p and q is;

 nq = =1 Pi—P 4G—q @
?=1Pi—P2 ?:1611‘—612

where p and q are means of p and q
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2.2. Proposed similarity measure

The novel similarity measure proposed in this study is shown in equation (5). The relative
difference between the two instances is calculated first, and then the similarity value is
achieved. The similarity values that can be obtained by this new method can be any
continuous value between zero and one. If the similarity is 1, this shows that both records
are identical, which is also true for Cosine similarity and Pearson cc. On the other hand,
for the most dissimilar vector or records, our method produces a very small value close
to zero. If both records' all attributes are equal to zero, then our method does not make

any calculation and directly sets the similarity between those two instances as zero.

It should be noted that this novel measure could only be used for data sets having
non-negative numerical values. This is due to the fact that this similarity measure is
especially aimed, designed, and implemented for document classification where the
representative vector values of each document can only be O or positive continuous

numbers.

for two instances texts or records a; and aj, and n attributes words ;

. . n n Ak — g,
Rd Relative dif ference = dy =
k=1 k=1 0.5 ay + a
where d, = 0if ay = ay =0 (5)
B 2
Similarity = T
1+es

where s = number of attributes withd, #0 ands>0

The similarity measure proposed in this study can also be demonstrated with a simple
example. For instance, suppose that there are three different documents (texts) d7, d2,
and d3 with four attributes, where each attribute is a specific word and its numerical

value stands for its normalized term frequency value, which is given in Table 1.

TABLE 1: A sample data for similarity measure.

al a2 a3 a4
d1 355 4.23 0.00 0.00
d2 0.86 0.00 0.00 0.00
d3 0.00 4.23 1.00 112
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The relative difference between d7 and d2 will be calculated as 3.22, and the relative
difference between d7 and d3 will be 6. Consequently, the similarity between d7 and
d2 will be measured as 0.333 and the similarity between d7 and d3 will be found out
as 0.365 according to our method. Hence, document d7 is observed to be slightly
more similar to d3 than d2, according to our similarity measure. The proposed similarity
measure can be easily adapted and used in k-NN and Rocchio classifier algorithms for
text classification instead of other known measures such as Cosine similarity, Euclidean

distance, and so on.

2.3. Datasets and performance evaluation methods

Several datasets were used in this research in order to evaluate and compare the
performance of classifiers with standard similarity measures versus our novel similarity
measure. One of these datasets is TTC-3600, which is a universal benchmark Turkish
dataset for document classification that can be publicly accessed via Internet. TTC-3600
is a collection of Turkish news and articles including categorized 3600 text documents
from well-known news portals in Turkey [19]. There are six classes / categories in
TTC-3600, economy, culture-arts, health, politics, sports and technology, namely, each
category with 600 instances. Kiling et al. derived four different alternative structured
datasets from the raw text data, which all of them were also tested in this study. One of
these alternatives is the original dataset with 3600 instances and 7507 features (words).
Another dataset with 5692 features was constructed by using Zemberek stemmer [20].
Stemmer algorithms are used for stemming the words into their root forms for that
specific language according to its grammatical and linguistic rules; however, these rules
are not as complex and specific as the ones in lemmatization [15]. Zemberek is one of
the well-known and most preferred stemmer algorithm and tool for stemming Turkish
lexicons. Two additional datasets were also constructed in the same manner by using
different stemmers, F5 and F7, namely [19]. The dataset constructed by F5 stemmer had
3208 features and the one constructed by F7 stemmer had 4812 features. All of the

datasets had exactly the same number of records, which is 3600.

A different dataset was also constructed and developed by the authors of this study.
This proprietary data was obtained from a private software company in izmir, Turkey. The
unstructured Turkish data was composed of daily business messages and live reports
produced by software engineers, help-desk staff, and company managers. Each of
the message or report belongs to a specific client, so the dataset had four different

categories / classes. The dataset that was obtained from the software company had
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originally 17869 records (documents) and 1223 features (words) after tokenization and
stemming processes by using Zemberek stemmer. We also used “Incremental Wrapper
Subset Selection (IWSS) with Naive Bayes'" algorithm for feature reduction [21]. Thus,
after the feature reduction process, and the elimination of records with all zero values,
the proprietary dataset finally was composed of 12494 instances, 138 features, and
4 classes. It should be mentioned that some of the texts in this dataset contained
out-of-vocabulary words such as technical jargon, or English terms, and the sizes of
the messages varied significantly. The class imbalance problem can be considered as
another difficult issue in this dataset. The number of documents for each of the four
categories is 5793, 3344, 2320, and 1037 that make up 12494 instances in total.

As it was mentioned in the previous paragraphs, the data sets used in this study are
composed of tf-idf (term frequency-inverse document frequency) values of words in
the documents, which is one of the most common frequency-based metrics among text

and document classification tasks [2]. The tf-idf calculation is described in equation (6).

Let freq i,j be the number of occurrences of keyword i in document j
Let N denote the total number of documents (instances)
Letn i denote the number of documents in which word i is observed

o~ freq(i))
FOD) == Frea ) ©
N
idf (i) = logio 0]

tfidf i,j =tf i,j =idf(ij)

On the other hand, if the length of the documents in a data set varies significantly,
then augmented (double-normalized) tf-idf is usually used in order to prevent the bias

towards longer documents [3]. The augmented tf-idf is given in equation (7).

Let maxOthers i,j denote the highest number of
occurrences of another keyword of j

freaGij) N
maxOthers(i,j) G10 n(i)

(7)

tf_idf(i,j) = 0.5+ 0.5

The prediction performance and the accuracy of classifier algorithms in text mining
and document classification are mostly evaluated by calculating Precision, Recall, and

F-measure [2, 22]. Precision can be simply defined as “the percentage of retrieved
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documents that are in fact relevant to a query", and Recall can be described as “the
percentage of documents that are relevant to the query and were in fact retrieved" [22].
F-measure (F1 Score) is the harmonic mean of Precision and Recall. These performance
measures are also given in equation (8).

TP:True Positives (intersection of relevant and retrieved documents)

FP:False Positives (incorrectly retrieved documents that were not relevant)
FN:False Negatives (incorrectly missed documents that were relevant)

Precision = —— Recall = —— ®)
recision = TP + FP ecatll = TP + FN

Precision * Recall

F_measure = 2 *
- Precision + Recall

In most of the document classification problems, there are more than two classes or
categories. Hence, besides observing the performance measures of records for each
class in a dataset, the average of Precision, Recall, and F-measure scores should also
be calculated. There are two measurement methods for this purpose, macro average
and micro average, namely. The micro average is also known as “the weighted average
of all classes where the overall value is dominated by the more frequent class" [2].
On the other hand, in the macro average, the performance score for each class is
calculated independently first, and then the arithmetic mean of these are obtained as
the macro average value. Macro average “measures the classification effectiveness for
each class, considered independently and equally important” [23]. In other words, if
the number of records among several classes is imbalanced and each category has
the same importance, the macro average must be taken into consideration first. If the
number of instances for each class is equal, then macro and micro average values will
also be the same. In this study, since each of the six categories had the same number
of records in TTC-3600 dataset, only micro average was observed. However, for the
proprietary dataset obtained from the software company, macro and micro averages

were separately observed because there was a class imbalance problem.

The results within the experiments conducted on structured Turkish texts were obtained
by stratified 10-folds cross-validation. Cross-validation is one of the most reliable and

accurate techniques when the data has to be separated into train and test data sets [24].
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In “k-fold cross-validation", the initial data set is partitioned into k “mutually exclusive
subsets" or “folds" [25]. In each round, k-1 folds are used for training, the other fold
is used for testing, and this procedure is repeated k times so that every instance in
the data set will have been used exactly once for testing [25]. All of the algorithms
and similarity measures were developed in Java programming language using Java
NetBeans IDE v8.0.1 platform. The comparative results obtained from the experiments
conducted with four different datasets of TTC-3600 are given in Tables 2, 3, 4, and 5.
It should be noted that the macro averages are not included in these tables because
both micro and macro averages exactly give the same results due to the fact that the

datasets are composed of an equivalent number of records for each class or category.

TABLE 2: Comparative results from the first dataset in TTC-3600. This dataset has 3600 instances and 7507
features.

Algorithm name and parameters Average Average Average
F-Score Precision Recall
(micro (micro (micro
average) average) average)
Rocchio classifier (Cosine similarity) 0.714 0.713 0.715
Rocchio classifier (Euclidean distance) 0.709 0.708 0.71
k-NN (k=1, Pearson cc) 0.574 0.571 0.577
k-NN (k=1, Euclidean distance) 0.579 0.589 0.570
k-NN (k=1, Cosine similarity) 0.593 0.594 0.592
Rocchio classifier (proposed similarity method) 0.753 0.755 0.752
k-NN (k=1, proposed similarity method) 0.662 0.654 0.671

TABLE 3: Comparative results from the second dataset in TTC-3600. The words in this set were constructed
by Zemberek stemmer. This dataset has 3600 instances and 5692 features.

Algorithm name and parameters Average Average Average
F-Score Precision Recall
(micro (micro (micro

average) average) average)
Rocchio classifier (Cosine similarity) 0.715 0.721 0.710
Rocchio classifier (Euclidean distance) 0.712 0.71 0.714
k-NN (k=1, Pearson cc) 0.567 0.565 0.570
k-NN (k=1, Euclidean distance) 0.561 0.554 0.568
k-NN (k=1, Cosine similarity) 0.587 0.587 0.588
Rocchio classifier (proposed similarity method) 0.801 0.792 0.811
k-NN (k=1, proposed similarity method) 0.677 0.671 0.684

The comparative results obtained from the experiments conducted with the propri-
etary dataset is given in Table 6. It can be seen from all of the results and corresponding
tables that our novel similarity measure improves all of the performance scores within

both classifier algorithms, k-NN and Rocchio, namely. It can also be observed that
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TABLE 4: Comparative results from the third dataset in TTC-3600. The words in this set were constructed
by F5 stemmer. This dataset has 3600 instances and 3208 features.

Algorithm name and parameters Average Average Average
F-Score Precision Recall
(micro (micro (micro

average) average) average)
Rocchio classifier (Cosine similarity) 0.736 0.732 0.741
Rocchio classifier (Euclidean distance) 0.722 0.725 0.720
k-NN (k=1, Pearson cc) 0.566 0.573 0.559
k-NN (k=1, Euclidean distance) 0.562 0.558 0.566
k-NN (k=1, Cosine similarity) 0.581 0.581 0.581
Rocchio classifier (proposed similarity method) 0.812 0.806 0.819
k-NN (k=1, proposed similarity method) 0.668 0.659 0.677

TABLE 5: Comparative results from the fourth dataset in TTC-3600. The words in this set were constructed
by F7 stemmer. This dataset has 3600 instances and 4813 features.

Algorithm name and parameters Average Average Average
F-Score Precision Recall
(micro (micro (micro

average) average) average)
Rocchio classifier (Cosine similarity) 0.708 0.714 0.702
Rocchio classifier (Euclidean distance) 0.703 0.705 0.701
k-NN (k=1, Pearson cc) 0.565 0.561 0.570
k-NN (k=1, Euclidean distance) 0.546 0.554 0.538
k-NN (k=1, Cosine similarity) 0.588 0.581 0.596
Rocchio classifier (proposed similarity method) 0.789 0.783 0.795
k-NN (k=1, proposed similarity method) 0.688 0.684 0.692

the highest F-Score, Precision, and Recall values were always obtained by using the

proposed similarity measure with Rocchio classifier among all of the datasets.

The micro averages for all of the metrics amongst all of the classifiers in Table 6 are
observed to be significantly higher than the corresponding macro averages. This is an
expected and reasonable outcome because as it was mentioned before, there is a class
imbalance problem in this proprietary dataset, which produces biased micro average
results regarding the domination of some of the categories. Hence, it would be a more
reliable and realistic approach to focus on the macro average results rather than the

micro averages in Table 6.
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TABLE 6: Comparative results from the proprietary dataset. The words in this set were constructed by
Zemberek stemmer and Incremental Wrapper with Naive Bayes was used for feature reduction. This dataset
has 12494 instances, 138 features, and 4 classes.

Algorithm name and parameters Average Average Average Average Average Average
F-Score F-Score Preci- Preci- Recall Recall
(micro  (macro sion sion (micro  (macro

average) average) (micro (macro average) average)
average) average)

Rocchio classifier (Cosine similarity) 0.752 0.685 0.750 0.681 0.754 0.689
Rocchio classifier (Euclidean distance) 0.706 0.652 0.706 0.652 0.706 0.652
k-NN (k=1, Pearson cc) 0.704 0.649 0.703 0.648 0.706 0.650
k-NN (k=1, Euclidean distance) 0.713 0.654 0.705 0.653 0.721 0.655
k-NN (k=1, Cosine similarity) 0.722 0.656 0.71 0.651 0.733 0.662

Rocchio classifier (proposed similarity 0.800 0.698 0.798 0.698 0.802 0.698
method)

k-NN (k=1, proposed similarity method) 0.754 0.696 0.754 0.697 0.754 0.695

The results obtained in this study show that the proposed new similarity measure could
be considered and used as an alternative similarity measure for document categoriza-
tion. It can be concluded that the new similarity measure improves the classification
accuracy (in terms of Precision, Recall, and F-Score) of instance-based algorithms and
vector space models such as k-NN and Rocchio. In addition, this proposed similarity
measure might be adapted flexibly and effectively used within all suitable algorithms,
methods, and models for text mining, document classification, and relevant knowledge
management systems. It should be noted that the datasets used to evaluate the perfor-
mance of our novel similarity measure were Turkish texts, which might be considered as
the only limitation of this study. This is due to the fact that the method proposed in this
study was developed during a research for a Turkish company and the primary objective
was to obtain a feasible model for textual data in Turkish language. Thus, one of our
further studies will be test and observation of our similarity measure's performance
among universal benchmark datasets in English, such as Reuters, BBC news, and
20 newsgroups. Thus, one of our further studies will be test and observation of our
similarity measure's performance among universal benchmark datasets in English, such
as Reuters and 20 newsgroups, as well as some other alternative Turkish textual data.
It should also be noted that the data types are limited to non-negative numerical values
for the proposed similarity measure. However, new alternatives to this measure could
be implemented if it is to be used for data mining purposes with categorical attributes

or negative numbers.
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