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Abstract
This study explores themost important socio-economic variables determining the voting
decisions of the provinces in Municipality Elections by using classification trees. We
collected data on many potential variables that may affect voting decisions in favor
of a political party. Each province's economic, geographic and demographic data is
taken into consideration as independent variables. The dependent variable is the
winner party in 2014 Municipality Elections. Data set consists of 81 provinces' data
on 69 variables. The aim of the study is to find which variables affect voting decision
the most and try to find a pattern that may lead political campaigns. Amongst many
classification algorithms, we used C5.0 algorithm coded in R. It helps us explore the
structure of a set of data, while developing easy to visualize decision rules for predicting
a categorical (classification tree) or continuous (regression tree) outcome. The C5.0
algorithm determines the separation criterion with the greatest information gain in each
decision node and performs optimal separation.
Since our data size is small, we used k=1000 trials (estimations) and then summarized
them to provide more robust results. By choosing C5.0 algorithm's sub-trial size as 5,
5000 trees are formed and the mean of all importance scores of all trees formed are
calculated and interpreted. The most important independent variables discriminating
the voting decision are found to be the result of the previous elections, mean household
population, proportion of population between ages 15 and 19, electricity consumption
per person, and proportion of population between ages 55 and 64.
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1. Introduction

The scientific study of voting behavior is marked by three major research schools: the
sociological model (often identified as School of Columbia) focuses on the influences of
social factors; The psychosocial model (identified as School of Michigan) assumes that
party identification is the main factor behind the behavior of voters; and rational choice
theory (referred to as a model of economic voting, or even as School of Rochester) puts
emphasis on variables such as rationality, choice, uncertainty and information [1, 2].
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It can be said that people in Turkey vote based on various reasons. The ideology
of the voters is primarily effective on the voting behavior. Also stakeholder and media
support for the party, the desire to maintain stability, the electorate's feeling of attach-
ment to the party leader (particularly the leader's ``countrymen''), the lure of promises
by the party leader (together with the feasibility and likelihood of the delivery of the
promised outcomes); track record of the fulfilment of popular demands through services
provided can be listed among the factors that could have a bearing on electoral choices.

Moreover, the rallies and election campaigns of the parties during the election period
are aimed at influencing the voting preferences and receiving the support of the voter.
Campaigns for election are a means of introducing candidates to the voters in the
local elections and allowing them to recognize the candidates they will vote for. This
campaign period is very important for the voters who are defined as undecided. The
undecided electorate determines the voting behavior in the ballot box based on the
behaviors that the parties exhibit or cannot exhibit in this period.

There is a wide range of literature on the factors that influence voter preferences.
However, the factors that influence Turkish voters' choices can be summarized as the
candidate, ideology, leader, agenda, party commitment, socio-economic conditions,
social environment, probability of winning the party, media coverage, and political
advertising [3-5].

The aim of this study is to determine the factors that affect the voter preference
on the provincial basis, rather than determining the factors that affect the individual
preferences of the voters. In the local elections, the economic and social development
factors of the provinces are expected to be highly effective on voting behavior. For this
purpose, social and economic variables are taken into consideration.

The social and economic factors of the 81 provinces have been ranked and the
political parties have been compared with the distribution of votes in the 2014 local
elections in these provinces. Similar studies have been conducted in the United States
to determine the variables affecting the distribution of votes [6].

In this study which covers 81 provinces, data from the statistical bulletins of 2014 were
obtained and a decision treewas applied to variables selected from social and economic
indicators. 2014 local election results were examined to find out which variables were
more effective. The variables used in this study are obtained from government web
databases.

The differences in development resulting from the failure to achieve balanced devel-
opment are also observed in Turkey. Variability of economic and social development
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levels can be seen between different regions of the country. Therefore, development
levels are reflected in our geographical regions and provinces.

Turkey sets its agenda on issues such as economy, unemployment, education, health,
income distribution, poverty, terrorism, lack of investment and services, internal-external
debt, lack of infrastructure, illegal construction, environmental problems and so on [7].
These variables cause differences in the level of development between provinces and
regions.

Turkey is among the developing countries, but it cannot be said that each province
shows the same level of development. Socio-economic differences are observed
between provinces. Socio-economic variables and socio-economic differences are
expected to affect local election results. For this purpose, the impact of 69 of the
socio-economic variables on the distribution of votes was examined.

Table 1: Some statistics for 30 March 2014 local elections.

#Polling Stations # Registered
Voter

#Votes #Valid Votes

172,958 48,905,743 43,609,960 41,766,549

Although there were 48,905,743 registered voters in the local elections held on 30
March 2014 in Turkey, 43,609,960 voted and 41,766,549 were valid. Vote distribution
is given in Figure 1. Winning party for each city can be seen in Figure 2. It is seen that
the AKP was elected as the first party in Turkey. CHP, MHP and BDP follow the AKP.

In this study, the result variable, which shows which party has received majority of
votes in the city, was investigated by classification trees. It has been calculated which
of the variables in 81 cities are the most important in the election result variable.

2. Classification Trees

Using the models created on a certain dataset with the help of class labels, the process
of estimating which classes the new samples will belong to is a classification problem.
The aim is to assign objects (test set) that are not in the learning set to the correct
classes as best as possible. In order to solve these problems encountered in many fields,
new methods are being studied in different disciplines. Decision trees, artificial neural
networks, Bayesian classifiers, Bayesian networks are some data mining methods for
classification [8:169-186, 9]. The most popular tools in artificial intelligence applications
are "decision trees" and "artificial neural networks". The application and interpretation
of decision trees is much easier than artificial neural networks [10].
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Figure 1: Votes of the parties throughout Turkey in 30 March 2014 local elections.

Figure 2: Winning party for each city.

A decision tree can be used to classify a case by starting at the root of the tree and
moving through it until a leaf is encountered. At each nonleaf decision node, the case's
outcome for the test at the node is determined and attention shifts to the root of the
subtree corresponding this outcome. When this process finally leads to a leaf, the class
of the case is predicted to be that recorded at the leaf [11]. A sample decision tree can
be found in Figure3.

In decision tree learning, the cluster on which the training is performed is divided
into sub-sets according to various characteristics, this process is repeated recursively
and continues until the repetition has no effect on the estimation. This process is
called recursive partitioning. There are many different algorithms for decision tree
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Figure 3: A sample decision tree.

classification such as Random Forest, Boosted Trees, Rotation Forest, ID3, C4.5, C5.0,
Classification and Regression Tree (CART), QUEST, CRUISE, Chi-Square Automatic
Interaction Detector (CHAID), and MARS [12, 13].

Wu et al. [14] examines top 10 data mining algorithms identified by the IEEE Interna-
tional Conference on Data Mining (ICDM-2006). Zhang et al. [15] make an up-to-date
comparison of state-of-the-art classification algorithms and give a detailed summary
of related work on classifier comparison in chronological order. Ali and Smith [16]
examine 8 algorithms/classifiers with 100 different classification problems and evaluate
the algorithms' performance in terms of a variety of accuracy and complexity measures.

As can be seen from the studies mentioned above, there are numerous imple-
mentations of decision trees, but one of the most wellknown is the C5.0 algorithm.
This algorithm was developed by computer scientist J. Ross Quinlan as an improved
version of his prior algorithm, C4.5, which itself is an improvement over his ID3 (Iterative
Dichotomiser 3) algorithm [17:124].

The C5.0 algorithm has become the industry standard for producing decision trees,
because it does well for most types of problems directly out of the box. Compared
to more advanced and sophisticated machine learning models (e.g. Neural Networks
and Support Vector Machines), the decision trees under the C5.0 algorithm generally
perform nearly as well but are much easier to understand and deploy [17:124].
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The C5.0 algorithm determines the separation criterion with the greatest informa-
tion gain in each decision node and performs optimal separation. Since it can also
accommodate multi-class problems, this algorithm is used in this study.

3. Analyses and Results

In order to find out which variables were more effective on the distribution of votes, the
impact of socio-economic and other variables is analyzed by C5.0 algorithm coded in
R. Data set consists of 81 cities' data on 69 variables (one election result variable, 67
socio-economic variables plus one variable defining the result of the previous (2009)
local elections). One of the limitations of the study is the small size of the data set. Most
of the decision tree algorithms are designed to be used for big data. We used k=1000
trials (estimations) and then summarized them to provide more robust results.

The algorithm forms many trees as we desire in the parameters and calculates
importance scores for all variables. The variable importance reflects the contribution
each variable makes in classifying or predicting the target variable. The importance
score measures a variable's ability to perform in a specific tree of a specific size. Since
there are many trees formed, we run the codes for 1000 times and calculated the mean
of all importance scores of all trees formed. For each trial, we chose C5.0 algorithm's
sub-trial size as 5. This makes 5x1000=5000 trees. Since it is impossible to report all,
here we will only give some samples of these trial results and report and interpret their
summaries.

For each trial, 70 percent of cases (56 provinces) is selected randomly as training data
and the rest (25 provinces) is selected as validation data. The best model is selected
as the one with the highest validation accuracy.

The best model (tree) among 5000 trees has a classification rate of 0.98 for training
data and a classification rate of 0.96 for validation data. The output for this model is in
Figure 4. For the best model, 3 out of 5 sub-trials has the same minimum error rate.
Only one case is misclassified for training set. Decision trees for these three sub-trials
can be seen in Figure 5. Since the algorithm chooses a different variable to begin the
split in every sub-trial, trees are different from each other. By using this model, we can
predict what happens if some changes in socio-economic variables occur.

Top 10 variables according to split and usage importances are given in Table 2.
The most important variables discriminating the votes in both type importances are
the result of the previous elections, mean household population, proportion of popu-
lation between ages 15 and 19, electricity consumption per person and proportion of

DOI 10.18502/kss.v4i1.5982 Page 112



EBEEC 2019

 

 

Error rates of sub-trials Classification matrix 

Figure 4: Output for the best model.

 
 

Figure 5: Best classification trees for the best model.

population between ages 55 and 64. Higher electricity consumption per person shows
that the province is big and industrialized. Eastern provinces, where mean household
population is higher, have a specific voting pattern.

Table 2: Variable importance scores.

Variable Split_ importance Variable Usage_ importance

result2009 20.15 result2009 97.35

mean_ household 9.44 mean_ household 76.22

prop_ age_ 15.19 7.43 prop_ age_ 15.19 65.67

electricity consumption 6.91 electricity consumption 64.56

prop_ age_ 55_ 64 4.16 prop_ age_ 55_ 64 42.72

region 2.79 prop_ age_ 45_ 54 33.65

prop_ age_ 45_ 54 2.68 elementary_ and_ other 28.16

elementary_ and_ other 2.53 region 25.90

net_ immigration_ rate3 2.41 totalteach 24.48

young_ agedependency 2.09 young_ agedependency 22.83

4. Conclusion

In the 2014 elections, it was observed that the mean household population and age
factor had a significant effect on the distribution of votes. This may give political parties
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a chance to change their campaign, promises and even candidates to accommodate
this information.

It was seen that in 2014 local elections, individuals voted more according to their
political affiliation rather than socio-economic factors. Since complete data for 2019
local elections were not published at the time of the analysis yet, this study analyzes
2014 data. Especially the effects of economic regression and crisis in Turkey in 2018may
change the results of the study. A comparative studywith newdatawill be enlightening. If
data on smaller local areas (sub-provinces) such as towns or villages could be gathered,
the investigation would also give insights about the effect of the size of the local unit.
In further researches, previous election results may be excluded from the analysis to
identify the sole effect of socio-economic variables.

In determining the level of development of the provinces, usually, a single criterion is
evaluated. But it would be wrong to say that evaluations based on a single criterion can
lead to a general conclusion. Both social and economic criteria should be considered
as complementary to obtain meaningful and consistent results.
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