Implementing Time Series Cross Validation to Evaluate the Forecasting Model Performance
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Abstract.
Theoretically, forecast error increases as the forecast horizon increases. This study aims to assess whether the statement is generally accepted or not. This study applies time series cross-validation to evaluate forecasting results up to seven steps ahead. As an illustration, we use Malaysia's hourly electricity load data. Each hour is considered a series of each, so there are 24 daily series. Time series cross-validation with a 334 window was applied to 24 data series, and then each daily series was modeled with the Autoregressive Integrated Moving Average (ARIMA), Neural Network Autoregressive (NNAR), Exponential Smoothing (ETS), Singular Spectrum Analysis (SSA), and General Regression Neural Network (GRNN) models. In terms of mean absolute percentage error (MAPE) from one to seven steps ahead, we then evaluate the performance of all models. The experimental results show that the MAPEs obtained from the GRNN model tend to increase along with the theory. However, MAPEs obtained from ETS increase by up to three steps ahead and decrease after that. Among the five models, ARIMA, NNAR, and SSA produce a reasonably stable MAPE value for one to seven steps ahead. However, SSA has the most stable error value compared to ARIMA and NNAR.
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1. INTRODUCTION

In forecasting activities, accuracy is crucial and is the main aim that researchers want to achieve. Many techniques have been developed and implemented, from preprocessing, estimating parameters of the models, and combining two or more forecasting methods. Researchers usually decide the reliable model based on the accuracy performance obtained from the training and the testing data. Though, they prefer assessed for accuracy using testing data rather than goodness of fit to the training data [1]. Evaluation of the accuracy of forecasting results on the testing data needs to be done in an effort
to get a model that is not only good on training but also on new data or, in other words, suitable for forecasting up to several steps forward.

General way in determining the training and testing data are by divide the sample into two parts, named fixed origin cross validation or also called by holdout cross validation [2]. Fixed origin cross validation is considered the efficient and simple method of time series cross validation. However, for the small sample sizes of data, splitting them into two parts will limit both the training and the testing data. As a result, the parameter estimation model may not reflect the actual conditions. In addition, conclusions drawn from limited observations in the test data may not be reliable. To deal with this, we can use rolling window cross validation. Time series cross-validation with a rolling window is an advanced method of fixed origin cross validation [3, 4]. In this procedure, we pruning the oldest observation and add one new observation to training set in each update of the forecast origin. Thus, we have many pairs of training and test sets. Each test set consists of one observation and focuses on a single forecast horizon. Therefore, the accuracy measures is calculated from the average across all each single forecast horizon test sets rather than averaging across several forecast horizons. Note that in this approach, we do not use future observations to construct the forecast [5]. Therefore, we consider that accuracy measures obtained by the rolling window cross validation appropriate to select the best model that produce good multi-step ahead forecast value.

As an illustrative example, we considers Malaysia’s hourly electricity load time series data. Some researchers showed that hourly load series has trend and multiple seasonal patterns [6, 7]. To lessen an hourly load series complexity, [8] and [9], partitioned the data into 24 daily time series, each showing every hour of the day. In this way, the daily seasonal pattern can be eliminated to simplify the pattern. However, the number of data samples is becoming more limited, which may raise a problem in defining a reliable model. Therefore, applying rolling window cross-validation will be the solution.

This study aims to evaluate the forecasting results by implementing rolling window cross validation. We compares autoregressive integrated moving average (ARIMA), neural network, exponential smoothing (ETS), and singular spectrum analysis (SSA) in terms of Mean Absolute Percentage Error (MAPE) evaluated from up to seven ahead of the forecast value. These methods or their combinations worked well in modeling and forecasting electricity load time series, see [10–12]. We can select the best time series model among all candidate models by implementing time-series cross-validation with a rolling window. Based on the experiment results, we show that a model that is good at predicting one step in the future is not necessarily good at predicting several steps in the future, and vice versa.
2. RESEARCH METHOD

This study observed the performance of five popular models, i.e., ARIMA, NNAR (Neural Network Autoregressive), ETS, SSA, and GRNN (General Regression Neural Network), in forecasting hourly electricity load data up to seven steps ahead. The accuracy forecasting values each of one to seven steps ahead obtained by implementing time series cross validation are evaluating by MAPE. Below is brief overview of ARIMA, NNAR, ETS, SSA, and GRNN methods.

1. ARIMA

Let \( \{ z_t, t = 1, 2, \ldots, n \} \) is a time series. ARIMA model for \( z_t \) notated by ARIMA (p, d, q) is represented as (1)
\[
\nabla^d z_t = \theta_0 + \theta (B) a_t
\]
where \( \theta (B) = 1 - \theta_1 B - \theta_2 B^2 - \ldots - \theta_q B^q \), and \( \nabla = 1 - B \). \( \nabla^d z_t \) is the differenced series of \( z_t \) with order \( d \) that follows stationary process \( \theta (B) \) is the autoregressive operator with the root of \( \theta (B) = 0 \) lie outside the unit circle and \( \Theta (B) \) is moving average operator with the root of \( \Theta (B) = 0 \) lie outside the unit circle [13].

1. NNAR

NNAR model is a feed forward neural network consists of input, hidden, and output layer. It represented as (2)
\[
z_t = v_0 + \sum_{j=1}^{h} v_j g \left( w_{0j} + \sum_{i=1}^{m} w_{ij} y_{t-i} \right) + \xi_t
\]
where \( w_{0j}, w_{ij}, v_0, \) and \( v_j \) (\( i = 1, \ldots, m; j = 1, \ldots, h \)) are weights connected between two nodes. Symbol \( m \) represents the number of input, \( h \) denotes the number of node in hidden layer, and \( g \) is a sigmoid activation function that can be represented as \( g(x) = 1/[1 + expexp(-x)] \) (3)

2. ETS

ETS model developed by [14] is an innovations state space models for exponential smoothing. It consists of a measurement equation and some state equations describe level, trend, and seasonal that change over time. These state models label by ETS (Error, Trend, Seasonal) where the possibilities for each state are Error = \{ A, M \}, Trend = \{ N, A, Ad \}, and Seasonal = \{ N, A, M \}. Notations A, M, N, Ad mean Additive, Multiplicative, None, and Additive damped, respectively. Therefore, ETS (A, N, N) means simple exponential smoothing with additive errors (no trend and no seasonal).
3. SSA

SSA is a non-parametric method for time series analysis and forecasting. This method consists of four main steps, i.e. embedding, decomposition, grouping, and diagonal averaging. The idea is to decompose time series into two subseries, signal and noise. Based on the signal, we can then calculate the forecast values by using linear recurrent formula. The important thing in modeling and forecasting time series using SSA is how we group the eigentriples by considering the w-correlation matrix. Some references discussed SSA can be found in [15, 16].

4. GRNN

GRNN is an improved neural network with radial basis function neurons in its hidden layers [17]. It can learn quickly than NNAR since it has a single pass learning. Each training sample is associated with the center of radial basis neuron that commonly use Gaussian kernel function, \( G(x, x_i) = \exp(-\frac{(x - x_i)^2}{2\sigma^2}) \) where \( x \) is the input, \( x_i \) is the center, and \( \sigma^2 \) is the smoothing parameter. The output of the network can be represented as \( \hat{y}(x) = \sum_i^n y_i G(x, x_i) / \sum_i^n G(x, x_i) \). However, GRNN is sensitive to the smoothing parameter. Therefore, an optimization tool that minimizing forecast error measure can be used to select a suitable value for it [18].

In this work, we use R with the “forecast”, “tsfgrnn”, and “R_SSA” packages for all modeling and forecasting. Procedure of the study are explained in the following steps.

Step 1: Divide the hourly electricity time series data into 24 groups, each indicates hour in a day, 1, 2, ..., 24.

Step 2: Implement time series cross validation with a window.

1. State the window, that is the size of the training data

2. Obtain the training based on the chosen window and the testing data. As an illustrative example, see Fig. 1. Consider a time series with the sample size is 60. If we state the window is 48 and we will evaluate forecast accuracy up to five steps ahead, then the blue dots in each line in Fig. 1 are the training data to model and forecast the one (black), two (green), three (orange), four (red), and five (purple) steps ahead. In this case we have eights training data

Step 3: Modeling each subseries of the training data defined in Step 2a by ARIMA, NNAR, ETS, SSA, and GRNN.

Step 4: Calculate forecast values up to seven steps ahead using models obtained from Step 3.
Step 5: Calculate MAPE for each step ahead by averaging across the corresponding test sets.

3. RESULTS AND DISCUSSION

A Malaysia hourly electricity load time series data from January 2009 to December 2009 [19] is considered in this study. The data are depicted in Fig. 2 Further analysis showed that the data has double seasonal pattern with a daily and a weekly seasonal period (13). Inspired by [20, 21], we split the data into 24 groups, each group for each hour as presented in Fig. 3 to remove the daily seasonal. Figure 3 shows that the fluctuation of the data and their variances are different between one and another, especially during the work hours and sleep hours. For this reason, it possible that a model that is good for a certain series may not suitable for another.

Later, we work with 24 daily time series data. Each series presented in Fig. 3 consists of 365 observations, except for the series of hour 24, which has 364 observations.
These 24 series are then divided into training and testing data using cross validation with a rolling window of 334. Thus, we have 25 series as the training data for the series of Hour 1 to Hour 23 and 24 series for Hour 24. As illustration, the distribution of training and testing data for Hour 1 is demonstrated in Fig. 4.

Each training data is then modelled by ARIMA, NNAR, ETS, SSA, and GRNN. Therefore, we have 2995 models, obtained from (25 x 23) + 24 training data sets, each with five models. All calculations were done using R. In modelling ARIMA and ETS, we use “auto.arima” and “ets” function, respectively. These two function is available in the “forecast” package. The best model obtained from the training data is selected according to the AIC (Akaike's Information Criterion) [22]. Meanwhile, for modelling NNAR and GRNN, we use “nnetar” and “grnn_forecasting” function, respectively. The function of “nnetar” is included in “caret” package while “grnn_forecasting” is included
in “tsfgrnn” package. Further, “ssa” and “rforecast” functions are needed to model and obtain the forecast values of SSA model. Readers may contact the corresponding author for the code we used to construct the models and obtain the forecast values.

The experiment results are summarized in Fig. 5. Based on Fig. 5, we can see that for Hour 1 to Hour 6 and Hour 18 to Hour 24, ETS produces a high MAPE at forecasting one step ahead and gets higher at two to three step ahead (even four step ahead, see Hour 6), decreases after that and reaches the lowest value at predicting seven step ahead. Meanwhile, GRNN provides a higher MAPE value than others. In this case, GRNN is not recommended for modelling and forecasting Malaysia daily electricity load time series data. Further studies may be done to develop this method by combining it with others.

Furthermore, the ARIMA as a conventional method appears to provide relatively smaller MAPE than the GRNN and ETS. However, it does not apply to forecasting the seven step ahead for Hour 1 to Hour 6 and Hour 19 to Hour 24 because ETS is the winner at this point. Meanwhile, SSA and NNAR consistently produce smaller MAPE values for forecasting up to seven steps ahead among the five models. We admit that the value is still above 2%. However, based on these results, we can focus on these two models’ development or consider both of them as components of a hybrid model to obtain a higher forecasting accuracy value. Finally, we cannot generally accept the statement that forecasting errors will increase with the forecast horizon. The MAPE values obtained from the ETS model for up to seven steps ahead, shown in Fig. 5, support this conclusion.

In addition, a model that yields good one step ahead forecasting accuracy is not necessarily suitable for predicting two or more steps ahead, and vice versa.

4. CONCLUSION

The main finding of this study is that the forecast error statement does not apply to increase in line with the forecast horizon. Time series cross validation with a rolling window can be considered when we have a limited number of data. Moreover, a model with good forecasting results for one step ahead may not necessarily provide good forecasts for multiple steps ahead. In the case of the Malaysia daily electricity load series discussed in this study, SSA and NNAR can be considered the methods that may develop to increase the forecast accuracy, not only for one step but also for multiple steps ahead. For future research, we may consider combining two or more methods so that we get a hybrid model with stable forecasting accuracy for one to several steps ahead.
Figure 5: Comparisons of MAPEs obtained from forecast values for one to seven steps ahead using ARIMA, NNAR, ETS, SSA, and GRNN models.
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