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Preface

The 1st Conference on Science and Engineering for Instrumentation, Environment and Renewable Ener-
gy (ICoSE) 2015 was held at the Hotel Pangeran Pekanbaru, Indonesia, September 28-29, 2015. 

This is a forum for more than 200 researchers, scientists and students from around 9 countries to 
share the latest research findings and exchange ideas regarding the innovations in measurement sys-
tems, and improvements to instrumentation for environmental analysis as well as selected topics in 
renewable energy. It also provides a medium for direct contacts among researchers and scientists for 
new international relationships and spark future collaborative research projects. The conference is 
jointly organized by the University of Riau (UNRI) Indonesia, cellasys GmbH R&D, Institute of Microen-
gineering and Nanoelectronics (IMEN) Universiti Kebangsaan Malaysia and the Technische Universitaet 
Muenchen (TUM) Germany. 

We have received approximately 160 abstracts to be presented in the seminar and around 108 papers 
are going to a peer-review process by at least two expert referees for a publication in this periodical 
and 70 papers have been accepted under rigorous and through revisions by editors and reviewers in 
respected fields. The accepted papers are organized into 7 chapters: 

Chapter 1: Measurements, Sensors and Control Systems
Chapter 2: Materials for Electronics, Energy Conversion and Photocatalysts
Chapter 3: Renewable Energy Utilization
Chapter 4: Optoelectronics and Photonics
Chapter 5: Composites
Chapter 6: Environmental Monitoring
Chapter 7: Computational and Modelling

We are grateful to Kementerian Riset, Teknologi, dan Pendidikan Tinggi, Direktorat Jenderal Pembela-
jaran dan Kemahasiswaan Indonesia, Universitas Riau, Cellasys GmbH, FMIPA UR, Jurusan Fisika FMIPA 
UR, IMEN Universiti Kebangsaan Malaysia, Indonesian Physical Society (HFI) for providing financing and 
technical supports to this seminar.

Finally, we would like to take this opportunity to thank also all the members of the organizing commit-
tee, all the authors, all the reviewers, and all the local volunteers for their effort and valuable support 
to make ICoSE 2015 a reality. Special thanks go to the ICoSE staff for their outstanding service.
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Abstract
Fluxgate is a magnetic sensor which works by comparing the measurement magnetic
field with the magnetic field reference. This research aims to develop digital scales
using fluxgate sensor. The steps involved were sensor development, characterization,
distance and mass calibration of the fabricated sensor. Here, a digital scale based on
fluxgate sensor with oval vitrovac 6025Z type core, 360 windings of excitation coil and
240 windings of pick up coil was successfully fabricated. Characterization result shows
that the sensor has 1669.2 mV/𝜇T sensitivity and working area of about ± 1.9 𝜇T, with
maximum absolute error found out to be around 0.0573 𝜇T with maximum relative
error is 1.464%. Calibrated sensor value obtained reveals that the sensor works from
15.86 until 27.00 mm in distance, utilizing equation of relationship between mass and
output voltage 𝑚(𝑉𝑜) = 418, 79𝑉 2

𝑜 − 346𝑉𝑜 − 134.32 with the maximum relative error
obtained as low as 1.49%.

Keywords: Digital scale, Fluxgate sensor, mass calibration, ferromagnetic core

1. Introduction

Fluxgate is a magnetic sensor which works by comparing the measurement mag-
netic field with the magnetic field reference. The advantages of this sensor are small
dimension, high temperature stability, low power consumption [1] compared to other
available magnetic sensor, makes the measurement of very low magnet field 10−1 −
106nT become possible, with high linearity and great sensitivity, reliability, relative
simple, and more economical [2]. In order to improve the quality and output sensor,
various studies has been reported by other researchers by modifying the ferromag-
netic core structure [3], dimension and structure sensor, along with signal processing
circuit. Various method has been reported in the development of sensor making such
as conventional method (winding wire conventionally), Printed Circuit Board (PCB),
micro technology, and hybrid [4]. Other variables that give effect to sensor output are
geometry sensor, coil configuration, layer quantity and material of ferromagnetic core
[1]. Other possible applications utilizing fluxgate sensor are vibration sensor [5], detec-
tor of magnetic material in soil subsurface [6], non-contact current and displacement
measurements [7], etc. In this work, we aim to develop a digital scale utilizing fluxgate
sensor.
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Figure 1: Frame of spring scale.

Figure 2: Design of fluxgate sensor element.

2. Method

The development of digital scale based on fluxgate sensor study used a frame of spring
scale that has modified with addition fluxgate sensor, and magnet which generates a
magnetic field 33.7 mT on its surface, as shown in Figure 3.
When load was put on the scale, the distance between sensor and magnet will

decrease and the voltage output of sensor will increase, this change of voltage output
is converted to mass quantity.

DOI 10.18502/keg.v1i1.476 Page 2
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Figure 3: Scheme analog signal processing circuit.

Conventional fluxgate sensor fabricated in this study comprises of two pick up coils
and four excitation coils. Each excitation coil consists of 90 windings while the pick-up
coil consists of 120 windings. This coil is rolled on the sleeve insulator, and ferromag-
netic core is inserted into the sleeve, as shown in the fig 3. The shape of ferromagnetic
core is oval, chosen due to the core relatively symmetry results in low demagnetiza-
tion effect and high sensitivity. The ferromagnetic core is Vitrovac 6025Z, as it has
good magnetic properties. Based on Widyaningrum’s summary (2014), superiority of
vitrovac is having high permeability, (𝜇r ∼ 105 ), saturated by magnetic induction about
0.58 T, having low coercivity and power dissipation, high temperature stability and
more resistant to external mechanical influences [6].
There are two types of circuit work in the analog signal processing circuit namely

excitation circuit which generates reference magnetic field and pick up circuit that
converts magnetic field to electric signal which was represent by external magnetic
field.
Fluxgate needs to be characterized in order to get information about fluxgate char-

acteristic using calibrator coil. Calibrator coil used in this study is a solenoid with diam-
eter about 4 cm, consist of 600 windings of wire that had diameter about 0.7 mm.
Characterization performed in Faraday cage, with sensor was placed in the calibrator
that was positioned parallel to the direction of the east - west of the earth to reduce
the influence of Earth’s magnetic field on themeasurement results. Then, the calibrator
was energized by DC current in the range of 0.01 - 20 mA to get a magnetic field value
according to eq. 1 [4].

𝐵 (𝐼) = 1.9568 ⋅ 𝐼 − 0.0347 (1)

The next step was distance calibration of sensor, the distance between magnet
source and sensor were changed in micrometer order, this change makes output volt-
age of sensor changes too. So this process was obtained connection the distance to
magnetic field that is represented by the output voltage. Next action is mass calibra-
tion, it is aim to get connection between the change of mass to sensor output with

DOI 10.18502/keg.v1i1.476 Page 3
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Figure 4: Standard loads that used in mass calibration.

Figure 5: Hysteresis curve.

mass changes each 10 gram. Mass that was used is standard loads as shown in Figure
4.
The output of the signal processing circuit was analog voltage, and then it was

converted to digital using microcontroller Arduino uno Atmega328. The result of mass
measurement will be displayed on LCD 1602A which consist of 16 columns and 2 rows.

3. Result and Discussion

Fluxgate sensor was fabricated using conventional techniques with configuration 360
winding of excitations and 240 winding of pickup, having vitrovac 6025Z type core.
Hysteresis curve as shown in Figure 5 obtained by characterization using calibrator
coil, where magnet field value was obtained by Eq. 1.
Figure 6 explain that the core is saturated by magnetic field at ± 2.7 𝜇T, shown that

the output will be constant although the current was increased.

DOI 10.18502/keg.v1i1.476 Page 4
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Figure 6: Graph of linear sensor in range ± 1.9 𝜇T.

Figure 7: Error of sensor at range 1.9 𝜇T.

The linear area from hysteresis curve is shown fig 8, explains that the sensor works
in a range of ± 1.9 𝜇T with linear equation (Eq. 2) that connecting output voltage (volts)
to magnetic field (𝜇T) on the work area.

𝑉𝑜 = 1.6692𝐵 − 0.134 (2)

Eq. 2 reveals sensitivity sensor obtained was about 1.6692 V/𝜇T or 1669.2 mV/𝜇T
and resolution sensor was found to be depending on the output voltage (Eq. 3) with
R2 value of 0.9991.

𝐵(𝑉𝑜) = 0.599𝑉𝑜 + 0.0803 (3)

Absolute error of sensor is difference which is obtained by comparing result of
magnetic field calculation in eq. 1 and result of measurement in eq. 3, as shown in fig.
7. The maximum absolute error obtained is 0.0573 𝜇T (a) and maximum relative error
sensor is 1.464% (b) at magnetic field of 0.161 𝜇T, due to the magnetic field measured
was very weak.
The result of calibration sensor to distance was shown in fig. 8, explains the working

area of sensor at a range of 15.85 to 27.00 mm. In this range, the smaller distance

DOI 10.18502/keg.v1i1.476 Page 5
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Figure 8: Graph of sensor calibration to distance.

Figure 9: Mass value depends on output voltage.

between sensor and magnet, the bigger voltage output sensor that represents the
measured magnet field. This result was then used to determine the distance between
sensor and magnet on the scale.
To determine the mass of the measurement results, we need to use the function of

the mass to the output voltage curve approach as shown in Figure 9 that is obtained
by mass calibration.
From this curve with polynomial approach, we got the mass function that depends

on output voltage (Eq. 4). This equation will be inserted into microcontroller as the
mass of measurement results of scale.

𝑚(𝑉𝑜) = 418.79 𝑉 2
𝑜 − 346𝑉𝑜 − 134.32 (4)

DOI 10.18502/keg.v1i1.476 Page 6
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Figure 10: Absolute and relative error of digital scale.

By comparing the mass of the equation 4 with the actual mass, there is difference
that is called absolute error. The maximum absolute error is 22.4 gram at measurement
of mass about 1500 gram (fig. 10), and the maximum relative error is 1.49%. It also
shows that the range that can be measured by the scale obtained are from 50 - 1500
gram.

4. Conclusion

Fluxgate sensor asmagnetometermeasures themagnetic field by comparing themea-
sured magnetic field with the magnetic field reference. This type of sensor was suc-
cessfully developed and applied in digital scales. Fluxgate sensor developed by con-
ventional techniques, consisting of 360 excitation coils and 240 pick-ups coils with the
ferromagnetic core use is Vitrovac 6025Z type. This sensor with a sensitivity of 1669.2
mV/uT, resolution 0.5991 uT/V, working in the range ± 1.9 𝜇T, having the maximum
absolute error of 0.0573 𝜇T and the maximum relative error of 1.464%. The sensor
works very well at a range 15.86 to 27 mm, thus the distance between the source
magnet and sensors was regulated in this range. The maximum error absolute of scale
is 22.4 gram and relative error is 1.49%. Range of mass measurement of digital scale
are 50 – 1500 gram.
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Abstract
It has been detected that the condition of landslides that occurred in Bengkulu Shore
can change the position of the shoreline. This research aimed to (1) calculate of shear
strain (𝛾) and attenuation coefficient ( ́𝛼) value based on microseismic data in coastal
areas that experienced landslides; (2) determine the correlation between levels
of landslides with shear strain and attenuation coefficient value (3) determine the
correlation between the shear strain and attenuation coefficient value. Microseismic
data were processed and analyzed quantitatively using the Horizontal to Vertical
Spectral Ratio method (HVSR) to obtain the ground vibrations resonance frequency
(f𝑜) and amplification factor (A). Shear strain value was calculated from the of f𝑜, A and
Peak Ground Acceleration (𝛼𝑚𝑎𝑥) value. Peak Ground Acceleration value was calculated
based on 100-year period of recorded earthquake data. Attenuation coefficient was
calculated based on the equation (2). The results of study showed that the value of
shear strain in the coastal areas varied from 1.0 × 10-4 to 3.6 × 10-3, in accordance
with the conditions of landslides. The attenuation coefficient value varied from 0.005
to 0.020. Level of landslides that occurred varied from moderate, to very severe.
There was a tendency that the more severe the landslide level, the greater the shear
strain and attenuation coefficient value were.

Keywords: Shear strain, attenuation coefficient, shore landslide

1. Introduction

Landslides on the shore in large numberswill cause the shoreline to shift landward (ret-
rogradation). Landslides can be triggered by the occurrence of earthquakes. Schulz, et
al (2012) state that large earthquakes that occur every 300-500 years trigger landslides
in the coast of Oregon-United States [1]. There is an empiric correlation between the
magnitude of the earthquake and landslides [2]. The earthquakes in Chi-Chi Taiwan
[3], in Costa Rica, El Salvador, Guatemala and Panama often trigger landslides. The
magnitude of the landslide volume is proportional to the strength of the earthquake
[4]. The factors of depth, quality of the rock mass, groundwater conditions and the
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Figure 1: (a) Moderate-level Landslide; (b) Severe-level Land-slide; (c) Extremely severe-level Landslide.

strength of earthquakes affect the magnitude of the landslide volume [5]. There is a
significant correlation between the magnitude moment and the volume of landslides.
The stronger the earthquake, the greater the landslide volume is [6]. This research

was aimed at determining the correlation between shear strain at the sediment layers
and landslide level and the correlation between attenuation coefficient and landslide
level in the coastal areas. Landslide conditions in Bengkulu coast are shown in Fig.1.

2. Theoretical Framework

2.1. Shear Strain

Shear strain (𝛾) in the sediment layer indicates the ability of the soil layer to be
stretched when an earthquake [7].
The value of 𝛾 is formulated as [8]:

𝛾 = 𝐾𝑔(1000 × 10−6)𝛼𝑚𝑎𝑥 (1)

Where 𝛾 is the shear-strain, 𝐾𝑔 is the seismic vulnerability index, and 𝛼𝑚𝑎𝑥 is the
peak ground acceleration. Value of 𝑎𝑚𝑎𝑥 is calculated using the Fukushima-Tanaka Eq.
[9]

𝐿𝑜𝑔 𝛼𝑚𝑎𝑥 = 1.3 + 0.41𝑀𝑤 − 𝐿𝑜𝑔(𝑅 × 0.32.10.0.41𝑀𝑤) − 0.0034𝑅 (2)

2.2. Attenuation Coefficient

Formulated as [10]

́𝛼 = 𝜋(𝑓2 − 𝑓1)
𝑣 (3)

Where (𝑓2 − 𝑓1) is bandwidth, 𝑣 is S-wave velocity.
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Figure 2: Parts of short period Seismometer.

Figure 3: Data record of soil vibration in seismometer.

3. Data Acquisition

3.1. Microseismic Data

Microseismic data were acquired directly using the 3 components of short period seis-
mometer, as shown in Fig. 2.
Data were recorded for 30 minutes at each measurement location. The sampling

frequency was 100 Hz, the frequency ranged between 0.5 to 20 Hz, and filter used was
a low pass filter. Microseismic survey technique conducted referred to the standard
SESAME European Research Project 2004. Measurement data were recorded directly
by seismometer as shown in Fig. 3.
Fig. 3 is a soil vibration recorded in themonitor andwere analyzedwith Geopsy using

HVSR (Horizontal to Vertical Spectral Ratio) method. One of the results data processed
can be seen in Fig. 4, a sepectral peak which represents 𝑓𝑜 value at the horizontal
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Figure 4: The results of the data processing Station-2.

axis and A value in the vertical axis. The value of f at the spectral peak is dominant
frequency (𝑓𝑜) and the value of H/V at the spectral peak is amplification factor (A).

3.2. Earthquake Data

Earthquake data from 1900 to 2010 were taken from the office of the Meteorology,
Climatology and Geophysics Agency as secondary data. The data included the mag-
nitude, location and distance from the earthquake center to the station. From these
data the value of the Peak Ground Acceleration (𝛼𝑚𝑎𝑥) was calculated using Fukushima-
Tanaka atenuation in the Eq. (2).

4. Results And Discussion

The results of data processing from one of station can be seen in Fig. 4, namely a
spectral peak from data processing Sstation-2 which produce value f𝑜 is 1.5 and A is
5.2.
The value of f𝑜 and A used to calculate K𝑔, namely K𝑔 is A2/ f𝑜. The value of 𝛼𝑚𝑎𝑥

calculated using Eq. (2), so that 𝛾 in Eq. (1) can be calculated. The next step is to calculate
the attenuation coefficient ( ́𝛼) by using Eq. (3), where f2–f1 is bandwidth and 𝑣 is s-wave
velocity (𝑣𝑠) is calculated by using,

𝑣𝑠 =
(𝑣𝑝 − 1.36)

1.16 (4)

The value of 𝑣𝑝 determined from USGS-table according to the coordinates of each
station. The value of 𝑓2 −𝑓1 manually calculated from the position of bandwidth, such
as shown the Station-1 data in Fig. 5.
The value of 𝑓2 − 𝑓1 at the Fig. 5 is 1.7, 𝑣𝑝 value at Station-1 according to the USGS

table is 311 m/s. By using Eq. (3) obtained ́𝛼 is 0.02. Results of research on 𝑓𝑜, 𝐴, 𝛼𝑚𝑎𝑥,
shear strain, and attenuation coefficient in the coastal areas can be seen in Table 1.
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Figure 5: Method of measuring bandwidth (𝑓2 − 𝑓1).

Station Location f𝑜 A 𝛼𝑚𝑎𝑥 Shear Strain
(𝛾)

Atenuation Coeff.
(?)

Latitude Longitude

1 -2.70 101.27 2.5 4.4 250 0.0019 0.02

2 -2.65 101.31 1.5 5.2 302 0.0032 0.015

3 -3.22 101.60 5.0 4.0 433 0.0013 0.022

4 -3.27 101.66 13.9 7.8 592 0.0027 0.022

5 -3.55 102.09 1.5 3.6 161 0.0014 0.01

6 -3.80 102.26 6.5 8.1 451 0.004 0.04

7 -3.53 102.05 4.3 4.4 279 0.0013 0.01

8 -4.02 102.35 0.7 1.1 193 0.0003 0.006

T˔˕˟˘ 1: The results of measurement of 𝑓𝑜, 𝐴, 𝛼𝑚𝑎𝑥 and the calculation of 𝛾 , ́𝛼.

The correlation between the shear strain and the attenuation coefficient is shown in
Fig. 6.
The values of shear strain and attenuation coefficients changed according to land-

slide level which occurred in Bengkulu Shore. This difference was indicated by the geo-
logical and geomorphological conditions at the shore. The correlation between shear
strain and attenuation coefficient tended to be linear. The linear conditions tended to
have impacts on the landslide volume. Fig. 1 shows the greater the shear strain and
attenuation coefficient values, the greater of landslide volume was. Isihara [11] states
that the value of the shear strain will indicates the condition of deformation that occurs
on the surface of the soil layer. At the order of shear strain value of 10-6, the sediment
only experiences the thrill, but at the order of 10-3, sediment will experience landslides
and liquefaction.
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Figure 6: The correlation between shear strain and attenuation coefficient.

There is a tendency that the greater the shear strain, the more severe the landslide
level will be. Similarly, there is a tendency that the greater attenuation coefficient
value, the worse the condition of the landslide will be. Marzorati [12] stated that the
earthquakewhich occurred in 1997 in Umbrië-Marche, Central Italy triggered landslides
and rock falls when soils were strained. Malamud et al. [6] reported a significant corre-
lation between the magnitude moment and landslides volume. Kudo [13] showed the
geographical changes for coastal landslides due to shear strain. Our present research
has managed to link the value of shear strain with landslides that occurred in Bengkulu
coast, similar to research conducted by Isihara [11]. Fig. 2 shows a linear correlation
between the value of shear strain and attenuation coefficient. These correlation proved
that both can be linked to landslide levels.

5. Conclusion

There is a tendency, that the greater the value of shear strain or attenuation coefficient
will the greater the chances of landslides in the region. Correlation between shear
strain and attenuation coefficient tend to be linear.
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Abstract
In some cases the number of projections in a set of tomography data is limited. This
can be seen from their sinogram. If this kind of data is reconstructed, the image
produced will be deteroited. In order to overcome this problem an algorithm for
restoring the incomplete sinogram has been developed in previous work. In that work
the developed algorithm was tested using ideal data from Shepp-Logan panthom.
In this paper the same algorithm is applied to restore incomplete and noisy data in
ultrasound tomography. The phantom used in this study is a concrete cylinder with
a diameter of 10.62 cm. Inside cylinder there are 6 holes with a diameter of 2 cm
each. These holes were filled with various materials. The phantom were scanned in
ultrasound tomography scheme and the resulted sinogram then reconstructed with
and without sinogram restoration. Using contrast to noise ratio (CNR) indicator the
reconstructed image with sinogram restoration is better than that without sinogram
restoration.

Keywords: Car; transporters; metabolism; pregnancy; nuclear receptor

1. Introduction

Tomography is an imaging technique to see the internal structure of an object by using
any kind of penetrating wave or particle. The tomography image in this technique
represents the cross-sectional part of the object. This is obtained by reconstructing the
projection data taken from various angle of projection. These projections are presented
in a Radon space as a sinogram. The optimum number of projection to obtain good
image is K = (1/2) 𝜋 N, where N is the number of raysum per projection [1]. In some
cases the number of projection is far less than the optimum value, in other words
the sinogram consists of incomplete projections. For examples due to unstable power
supply during the scanning process this can cause many projections are broken or
missing. In medical application of tomography the radiation dose received by patient
has become a consideration. The more projections collected the more radiation dose
received.
To overcome this problem researchers have developed methods to recover the

missing projections or to restore the sinogram in order to get the optimum number
of projections and resulting a good image. Kolehmainen et al proposed an iterative
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Figure 1: Holes configuration inside a cylindrical sample [9].

reconstruction, with an estimated value based on the theory of evolution [2]. In this
method the Shepp-Logan phantom can be reconstructed by using 9 projections. Recur
et al proposed an image reconstruction using mojette transformation of the sinogram
data [3]. Reconstruction with mojette transformation does not require a fixed interval
of angle of projections. This means that if the angle of projection varies due to some
projections are missing, the image reconstruction still can be performed. Herman and
Davidi proposed a reconstruction based on total variation minimization [4]. An image
reconstruction using the metric labeling has been proposed by Singh et al [5]. Shepp-
Logan phantom can be properly reconstructed using 10 projections. Rahim et al pro-
posed a linear backprojection-based reconstruction followed by a correction value of
each pixel by dividing the pixels into 8 small triangles. This method is able to recon-
struct a small rectangle and a large circle using 4 projections [6]. A tomography image
reconstruction using combination of wavelet transform and algebraic reconstruction
technique has been proposed by Yu and Wang. In this technique the Shepp-Logan
phantom can be properly reconstructed using 25 projections [7]. Widodo et al proposed
a reconstruction using a sinogram interpolation of the sparse sinogram to obtain a
sinogram wich fullfil the Nyquist criterion. With this method, the digital Shepp-Logan
phantom with size of 250x250 can be reconstructed using 9 projection only [8]. In this
paper, the sinogram interpolation proposed byWidodo et al [8] was applied to a sparse
noisy sinogram of ultrasound tomography.

2. Materials and Method

The phantom is made of concrete cylinder with a diameter of 10.62 cm as shown in
Figure 1. In the cylinder, there are 6 holes with a diameter of 2 cm to put some kind of
mixture samples with compositions shown in Table 1.
The concrete phantom was then scanned as many as 127 raysums per projection.

To simulate a sparse projection the number of projection and interval angle of pro-
jection were arranged as follows: Six sinograms with sparse regular projection data
were created using 3.6∘ (50 projections), 4.5∘ (40 projections), 7.2∘ (25 projections),
9∘ (20 projections), 18∘ (10 projections ), and 36∘ (5 projection) of the angular step,
respectively.
The above sinograms are then interpolated to obtain 200 projections in each sino-

gram using the algorithm that has been developed in the previous work [8], the image
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Figure 2: Reconstructed image of sparse regular projection data. First column from the left, top to
bottom: data sparse regular projection in sinogram form with 3.6∘ (50 projections), 4.5∘ (40 projections),
7.2∘ (25 projections), 9∘ (20 projections), 18∘ (10 projections ), and 36∘ (5 projection) angular step,
respectively. Second column: interpolated sinogram, Third column: reconstructed image without sinogram
interpolation. Forth column: reconstructed image with sinogram interpolation.

reconstruction then carried out using the filtered back projectionmethod. Finally, quan-
titative measurements were performed such as measuring the gray level represents
the ultrasonic wave velocity associated with mass density parameter.

3. Results and Discussion

The result of concrete phantom reconstruction of sparse regular projection data can
be seen in Figure 2.
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Figure 3: The relationship between the number of projection with CNR.

Sample composition
material ratio

A clay + sand 1 : 1
B clay + limestone + cement 1 : 1 : 1
C cement + brick + sand 2 : 1 : 2
D cement + limestone + sand 2 : 1 : 2
E cement + gypsum 1 : 2
F cement + volcanic sand 1 : 2
G cement + volcanic sand 1 : 1

T˔˕˟˘ 1: Composition of concrete samples.

It can be seen in Figure 2. that the sinogram interpolation can eliminate the streak
artifact in the reconstructed image (in the reconstructed image of 20 projections, 10
projections and 5 projections). The reconstructed image are smoother and the objects
of phantom appear more clearly, but they are not separated in the reconstruction of 5
projections. It can be concluded that the reconstruction of the sinogram interpolation
can still be accepted using at least 10 projections.
Quantitatively, we observe the results of reconstruction using the contrast to noise

ratio criterion (CNR) by formula [10]:

𝐶𝑁𝑅 = 𝜇𝑅𝑂𝐼 − 𝜇𝐵𝐺
[(𝜎2𝑅𝑂𝐼 − 𝜎2𝐵𝐺)/2]

1/2

with 𝜇𝑅𝑂𝐼 is the average density of the object, 𝜎𝑅𝑂𝐼 is the standard deviation of density
of the object, 𝜇𝐵𝐺 is the average density of the background, and 𝜎𝐵𝐺 is the standard
deviation of density of the background.
Measurements of CNR were performed for the object on A, B, C, D, E, F, and on G as

a background. The results show that the proposed method increases CNR significantly
as seen in Figure 3.

DOI 10.18502/keg.v1i1.478 Page 4



 

ICoSE Conference Proceedings

4. Conclusions

The proposed method which is based on the interpolation of the sparse sinogram
works properly even for a noisy data with 10 projections. The reconstructed image
are smoother and the objects of phantom appear more clearly. This is also confirmed
by the result of the calculated CNR where the interpolation of the sinogram increased
the CNR of the various objects.
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Abstract
CaMoO4 crystal is a material candidate for the scintillation detector and double
beta decay experiment to determine a neutrino mass. The objective of this work is
to analyze the response function of CaMoO4using Monte Carlo GEANT4 simulation.
Penelope-low energy method was used as an interaction type for the electromagnetic
process. The simulation results show that the presence of the photopeak energies
of gamma ray from Cs-137, Co-60 and K-40 sources can be identified and observed
in the energy 0.662 MeV, 1.17 MeV, 1.33 MeV and 1.5 MeV. The photoelectric cross
section interaction of CaMoO4is lower than NaI(Tl), but in other hand the incoherent
cross section is vice versa.

Keywords: Scintillation, CaMoO4, GEANT4, Gamma ray

1. Introduction

Double beta decay (DBD) is important source information about the fundamental neu-
trinos character such as neutrinomass. 100Mo is amaterial element for the neutrinoless
double beta decay (0𝜈DBD) searching except for the 82Se, 116Cd and 76Ge elements [1,2].
As a detector material, CaMoO4is a promising material candidate for the scintillation
detector and double beta decay experiment to determine a neutrino mass.
In order to analyze the presence of 0𝜈DBD peak, the information about the detector

response function (DRF) is an important in the identification of the peak energy, espe-
cially in the presence of the internal and the external background radiation. Computer
simulation could be done as a preliminary step for analyzing the DRF characteristic of
a detector material and Monte Carlo simulation is one approach that can be applied.
Monte Carlo simulation has been established as an appropriate method for mod-

eling and useful for predicting the experiment results, especially for validation of the
detector model [3]. In the previous study, we have successfully simulated the DRF
of NaI(Tl) scintillation crystal using Penelope Monte Carlo GEANT4 [4]. Furthermore,
in this work we focus to study the response function characteristic of CaMoO4crystal
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detector to the gamma ray radiation. The work was conducted based on the Monte
Carlo simulation method using the GEANT4 simulation toolkit.

2. Methodology

2.1. Scintillation Detector

The unstable nuclide emits a type of radiation, such as 𝛼, 𝛽, or 𝛾 rays to become a stable
nuclide and the amount of energy will be released in these processes. Identification of
the energy based on the detected radiation, which is presented as an energy spectrum
distribution.
In the energy spectrum distribution, spectral peaks can be treated as simple Gaus-

sian. The energy resolution (R) is a parameter that describing the characteristic of the
detector response function (DRF) of the energy radiation from a source.

𝑅 ≅ 𝐹𝑊𝐻𝑀
𝐻0

(1)

where FWHM is the full width at one-half of the maximum height peak and H0 is a
photopeak energy.
GEANT4 (GEometry ANd Tracking) is a type of Monte Carlo simulation that used

to simulate the photon through the matter. This simulation, give a chance for user
to reconstruct a detector model, detection system and physical interaction process
involved [5]. In the GEANT4, the electromagnetic interaction process like a photo-
electric effect, Compton scattering, Rayleigh scattering and pair production are imple-
mented in the standard and low energy packages (Livermore and Penelope). They are
differentiated based on the energy range for each process [6].

2.2. Simulation

Schematic design of the simulation was reconstructed as shown in Fig. 1(a). In this
work, the detector model construction for the 3 in. x 3 in. was adopted from detector
information [7, 8]. The precise dimension of the detector and its position must be
entered in the detector construction code of GEANT4 simulation except the detail of
photomultipliers. The interaction type for the GEANT4 electromagnetic process is a
Penelope-low energy package with the beamon setup is about 5.0 x 107 beamon. Cs-
137, Co-60 and K-40 of energy radiation are used for gamma ray point source setup.
In order to perform the counting events result in the Gaussian curve energy distri-

bution (smearing curve) using ROOT analysis, we convert the energy resolution (R) or
the full width at one-half of the maximum height (FWHM) to the Gaussian deviation
(𝜎) based on the following formula [9].

𝜎 = 𝐹𝑊𝐻𝑀
2.35 (2)
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Figure 1: Schematic design of detector and simulation geometry construction.

Figure 2: Energy spectrum distribution of Cs-137, Co-60 and K-40 detected using CaMoO4.

3. Results and Discussion

The response function of CaMoO4detector (DRF) for the several energy radiation
source was described as an energy distribution curve as shown in Fig. 2. The compar-
ison of detector response to the Cs-137 energy in the Fig. 3 shows that the photopeak
(photoelectric effect) energy of Cs-137 which detected in the CaMoO4 is lower than
NaI(Tl). Although, the entries of detector that making interaction of the NaI(Tl) is less
than CaMoO4i.e. 1065970 and 117412. On the other hand, the Compton edge peak of
CaMoO4 is higher than NaI(Tl). Fig. 4 shows the Gaussian peak of the photopeak for
the several gamma energy sources like Cs-137, Co-60 and K-40.
The result shown that the photoelectric cross section interaction of the NaI(Tl) is

higher than CaMoO4 and for the incoherent cross section is vice versa. According to the
XCOM program analysis of the value of total attenuation coefficient, these results have
the same trend. The attenuation of photoelectric absorption of 0.66 MeV for NaI(Tl)
is about 1.736 x 10−2 (cm2/g) and CaMoO4 is 8.466 x 10−4 (cm2/g). The attenuation of
incoherent scattering of 0.66 MeV for NaI(Tl) is about 6.604 x 10−2 (cm2/g) and 7.549
x 10−2 (cm2/g) for CaMoO4.
In addition, we are also simulating the detector response to beta ray radiation from

the Cs-137 source as an initial process for beta ray detection. The energy distribution
of beta rays was described by the blue line curve as shown in the Fig. 5.
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Figure 3: Energy spectrum distribution of Cs-137 detected by NaI(Tl) and CaMoO4.

Figure 4: Gaussian peak of photopeak energy for the NaI(Tl) detector and CaMoO4.

Figure 5: Energy spectrum distribution of beta radiation from Cs-137 source for CaMoO4 detector.

As we know that the beta radiation is a continuous energy spectrum as depicted in
the Fig. 5. The beta energies spectrum is lower than the gamma energy spectrum. In
particular, double beta decay is second weak and rare process when single beta decay
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energetically not allowed. Therefore, to observe the present of double beta decay
energy spectrum, we need to set up the condition for the low background radiation.

4. Conclusions

The response function of CaMoO4detector (DRF) for the Cs-137, Co-60 and K-40 radia-
tion sources was simulated using Monte Carlo GEANT4. The photoelectric cross section
interaction of CaMoO4is lower than NaI(Tl), but in other hand the incoherent cross
section of CaMoO4 is higher than NaI(Tl). Set up condition of low background radiation
is needed in order to observe the beta radiation.
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Abstract
Laser Speckle Imaging recently has become a promising tool to assess fruit quality
and can be applied in fruit sorting. It is a non-destructive, optical method which uses
light scattered of fruit surface after illuminated by laser light. Laser speckle imaging
methods use He-Ne laser or diode laser as the light source yet both lasers have
differences in performance and price. Diode lasers are more preferable due to their
efficiency, low cost, small and compact, and varied wavelength. In this research,
an optical system which consisted of a laser source and a CMOS camera was used
for Laser Speckle Imaging. A 632,8 nm He-Ne laser and a 650 nm diode laser were
used, their performances were compared. The samples were two kinds of apples, Red
Delicious and Fuji, five samples for each cultivar. The laser light was expanded using a
beam expander hence illuminated on the apple surface at 30𝑜 angle. A monochrome
Thorlabs CMOS camera with camera lens was used to record the speckle patterns of
the apple surface. Both lasers were kept at the same laser power by Neutral Density
Filters. ImageJ software was used to calculate the gray value of the speckle pattern
for each sample, the speckle gray values were compared for different laser light
sources and apple types. The results showed that there is a significant difference in
gray value level between both apples. Higher maximum gray values were found on
the Fuji apples compared to the Red Delicious apples which were about 21.7 % when
using He-Ne laser and 18.3 % when using diode laser. Higher maximum gray value
for Fuji apples could be due to their rounder shape, firmer skin and flesh, they scatter
more light. The curvature and the firmness of the fruits affected the gray value level.
For each apple type, there was a slight difference in maximum gray values for both
laser sources. Higher gray values were obtained when using diode laser compared
to the He-Ne laser, 22.0 % difference for Fuji apples and 25.2 % difference for Red
Delicious apples. These could be because of the less coherence, wider bandwidth,
and irregular beam shape of the diode laser that it scatters more light and suppresses
speckles.

Keywords: Laser Speckle Imaging, laser types, ImageJ, CMOS camera, apples

1. Introduction

Fruits dan vegetables are valuable agricultural commodities, however some problems
still exist such as plant diseases and post harvest sorting problems of fruits and veg-
etables. Plant diseases of fruit and vegetables caused by pathogens can create major
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economic loss in agriculture industries. Sorting fruits and vegetables before and after
harvest is a very important task, the fastest and reliable sorting system which can
asses maturity level is needed to maintain the quality of fruits and vegetables. Some
fruits are mature after harvest but need to ripe, knowledge on the ripeness level is also
needed for packaging and storage time purposes. Sankaran et al.(2010) has reviewed
varied techniques that have been developed to detect plant diseases and the urgencies
to develop a real time, fast, economical, and reliable system that is able to detect the
health of plants [1]. Abbott has also reviewed some possible techniques to evaluate
the quality of fruits and vegetables. Optical methods which use light with different
wavelengths are the potential tool to measure and evaluate the fruits and vegetable
defects. Fruit and vegetables tissues have optical properties hence can be used to
assess their quality. Visible and NIR lights are being developed and able to detect fruits
and vegetables contents such as proteins, carbohydrates, and fats [2]. More advanced
researches on preharvest and postharvest sorting problems of fruits and vegetables
are needed in order to sustain agriculture industries.
Laser is a light source that has been known to have many applications. The prop-

erties of laser light that differentiate it from other light sources makes applications
of laser increase rapidly. The applications of laser have been found widely in agricul-
tures. One of the reasons is the nondestructive effect of laser light to the biological
tissues or samples compared to the molecular methods which are often destructive,
more expensive, and time consuming. There are some optical methods that have
been developed and got much attentions recently in agricultural research such as LICF
(Laser Induced Chlorophyll Fluorescence) spectroscopy on plant diseases, Hyperspectral
spectroscopy imaging and LSI (Laser Speckle Imaging) for fruits and vegetables. Some
of the methods apply lasers as the light sources. Laser types used mostly He-Ne laser
and diode laser. Some experiments such as Hyperspectral imaging use Halogen lamps
or Leds as the light sources. There some advantages using laser than lamps such as
monochromacities, coherences, higher power, more eficient in energy comsumption,
and low cost. He-Ne lasers and diode lasers are often used in LCIF and LSI experiments
because they are low cost, compact, eficient compared to other types of lasers. How-
ever, compared to He-Ne lasers, diode lasers have some drawbacks such as less beam
quality, less coherence, and sensitive to environmental conditions [3].
Optical Instruments that can be used in fruits and vegetables sorting which are

accurate, low cost, portable, needs to be developed. Many researches have been
done in developing the instruments especially the sensor used. The sensors used are
photodetectors which can be a photo diode, CCD arrays or CMOS camera, the latter
is known as the imaging detector. CCD cameras and CMOS camera have been used
in computer vision techniques for sorting and grading fruits [4,5]. The CMOS cameras
are preferable because they are eficient in cost and energy. CCD and CMOS camera
are used for imaging technique which images of the object being investigated can be
recorded and processed.
Laser Speckle Imaging (LSI) is a system which uses the speckle patterns to inves-

tigate the properties of the surface of an object. LSI has been developed for many
purposes in assessing fruits quality and ripeness, the quality of orange fruits [6], the
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attribute quality of apples [7], and the ripeness of tomato [8]. Laser speckles are
obtained when a diffuse surface illuminated by laser light. The speckle pattern con-
sists of granular black and white spot. This is an interference pattern due to interfer-
ence of lights reflected or scattered from different part of the surface being illumi-
nated. The destructive interference creates dark speckle while constructive interfer-
ence results in bright speckle. The laser speckle is a random phenomenon hence needs
to be described statistically. Gray value and contrast are parameters which are usually
used to describe a property of a speckle pattern. They are can be calculated using an
image processing software such ImageJ. Contrast is simply represented by the ratio of
the standard deviations and the average intensity [9].

2. Material and Methods

An optical system consisted of laser sources, a sample plate, a beam expander, a USB
CMOS camera has been used for an experiment in Laser Speckle Imaging. The system
was applied to asses the differences in speckle profile between two kinds of apples
and two kinds of lasers. The samples were Red Delicious and Fuji apples. Each cultivar
consisted of 5 samples for each laser with approximately the same equitorial diameter,
color, shape, and weight. The laser sources used were a 633 nm He-Ne laser and a 650
nm diode laser. Both lasers were kept at the same power using neutral density filters.
The dynamics of the speckle patterns will not be addressed in this paper . The camera
was also equipped wih software for recording and saving the speckle pattern images.
The images were latter processed using ImageJ software. The speckle profiles were
represented by the gray value levels obtained by ImageJ software.
Figure 1 showed the optical setup for laser speckle imaging experiment. Measure-

ments were performed first using the He-Ne laser, for both cultivars, and then using
the diode laser. M1, M2, and M3 mirror were used to send the laser light to the sample
surface at 30𝑜 angle. Some neutral density filters were applied to obtain the same laser
power at the apple surface. A 50 mm convex lens was used to expand the light beam.
The distance of the lens from the apple surface were adjusted to obtain the same size
of beams on the apple surface which were less than the apple diameter. The speckle
pattern formed on the surface of the apples were recorded by the CMOS camera. The
recorded image then were processed using ImageJ software to obtain histograms of
gray value for each speckle pattern.

3. Results and Discussion

Results of this experiment were images of speckle patterns recorded by the CMOS
camera. The data were analyzed using ImageJ software and presented by gray value
histogram and also using graphs of averagemaximum gray values. The maximum gray
value is related to the contrast of the speckle pattern. Variations of data were based
of apple types, laser types, and incident angle variation. There were 5 apples for each
type so 10 apples for each laser, and three angle variations i.e. 30𝑜, 45𝑜, 60𝑜. The three
mirrors were used for easy alignment of beam size and angle. The neutral density
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Figure 1: The optical System for Laser Speckle Imaging.

filters were used to reduce the laser intensity reaching the apple surface, the laser
power of He-Ne laser was 1,10 mW and of diode laser was 1,11 mW. The sizes of laser
beam for both lasers at the surface were made closely equal. The gray value were
taken for the whole image without background substraction.
Figure 2 showed the comparison of the average gray value level of speckle patterns

for Fuji apples at 30𝑜 angle when different laser source was used. The distributions
of the speckle pattern were closely identical because of careful laser beam setup on
the apple surface. However, the maximum gray value of speckle pattern when using
the diode laser was higher by 22.0 %. Figure 3 showed the average gray value level of
speckle pattern for Red Delicious apples taken also at 30𝑜 incident angle. Themaximum
gray values for both laser were different by 25.2 % and the distribution peak was
shifted further to the right compared to the those of Fuji apples. Different results for
different laser could be caused by different characteristics for both lasers. He Ne lasers
have better beam quality, longer coherence length, more stable power and pointing.
The He Ne laser has a slighltly smaller wavelength and unpolarized. Two factors that
can suppress speckles are illumination of an object by sufficiently incoherent source
and by wider spectral bandwidth [10], these could be the reasons why some imaging
systems use a diffuse white light for illuminating objects, to reduce speckles. The diode
laser resulted in higher gray value could be dominantly due to its irregularity in beam
shape which scatter more light, its less coherence, and its wider bandwidth.
The maximum gray value of both apple types was different when using the same

laser type. The He-Ne laser gave higher gray value for Fuji apples by 21.7 % difference
compared to the Red Delicious apples while the diode laser had 18.3 % difference. The
differences in gray value level for both apples could be due to the apple characteristics.
The color of Fuji apples are between striped yellow to red while the color of Red
delicious apples are from striped red to dark red. The shape of Fuji apples are more
round while the Red Delicious apples are conic shape. The Fuji apples have dense flesh
while the Red Delicious tissue is less dense or firm [11]. Those could be the reasons
why the Fuji apples have higher gray values, more light is scattered.
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Figure 2: Gray value level comparison between two laser sources at 30𝑜 angle for Fuji Apples.

Figure 3: Gray value level comparison between two laser sources at 30𝑜 angle for Red Delicious Apples.

The experiment also explored the effect of incident angle variations on the speckle
patterns for both apples and for both laser types. Figure 4 showed the maximum gray
value versus angle of incidence for both lasers and apple types. LHF stands for He-Ne
Laser and Fuji apples, LHW for He-Ne Laser and Washington apples, LDF for diode laser
and Fuji apples, and LDW for diode Laser and Washington apples.
The incident angle affected the speckle pattern for both laser and apple type. The

30𝑜 angle resulted in higher maximum gray value, followed by the 45𝑜 angle, then 60𝑜

angle. The higherwas the angle, the smaller was themaximumgray values. The reason
could be less scattered light reached the fixed detector when the angle of incidence

DOI 10.18502/keg.v1i1.480 Page 5



 

ICoSE Conference Proceedings

Figure 4: Gray values dependence of incident angles.

was bigger. Figure 4 also showed the differences between the maximum gray value
for both laser and apple type for each angle.

4. Summary

This experiment was a simply experiment to answer whether the performance of a
diode laser is comparable to the He-Ne laser’s in a laser speckle imaging for fruits.
The experiment results showed that there is a significant difference in gray value level
between both apples. Maximum gray values were higher for Fuji apples compared to
Red Delicious apples. These could be due to the Fuji apple shape or curvature and
firmness. For each apple type, there was a slight difference in gray values for both
lasers. The diode laser gave higher gray value than the He-Ne laser. These could be
due to less coherence, wider bandwidth, and irregular beam shape of the diode laser.
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Abstract
Tuned Liquid Column Damper (TLCD) has become an alternative solution for
reducing low frequency vibration response of machines and structures. This is
not surprisingly that the damper has simply structure and low maintenance cost.
The main disadvantage of using TLCD is the complexity in controlling TLCD damping
factor experimentally. Theoretically, damping factor can be controlled by adjusting
the orifice dimension. However, this method is time consuming and not appropriate
conducted in the real application. A more simply method for adjusting TLCD damping
factor is by varying the fluid viscosity. This research is aimed to evaluate the effect
of fluid viscosity to the damper performance. Two DOF shear structure with TLCD
is used as the experimental model. Several TLCD fluids with different viscosity are
evaluated. Evaluation of TLCD damping factor due to variation of the fluid viscosity is
conducted by comparing the Frequency Response Function (FRF) obtained from the
experimental data.

Keywords: TLCD, vibration, structure, damper, viscosity

1. Introduction

Nowadays, several methods have been developped to reduce vibration response of
mechanical and structural system in accordance with either serviceability or safety
criteria. For a large structure such as building and bridge, strengthening the structural
system or installing of the base-isolation could be very costly or too difficult to per-
form. For this case, incorporating a passive damper into the structure is relatively less
expensive and much simpler to be realized. Therefore, many research works on the
passive damper such as Dynamic Vibration Absorber(DVA) have been conducted in
recent years[1,2,3]. Among passive DVA, Tuned Liquid Column Damper(TLCD) is of great
interest for some of its characteristics such as easy implementation, low cost of con-
struction andmaintenance and no need to addmass to the structure if the liquid is used
as water supply[4]. The passive DVA performance is greatly depend on the selection of
the damper natural frequency and damping factor. In TLCD, the natural frequency can
be varied by adjusting the column dimensions or the liquid level inside the damper[5].
Meanwhile, TLCD damping is affected by the degree of turbulence flow of the fluid due
to TLCD column junction and the built in orifice. However, variation of TLCD damping
by modifying of the orifice hole is difficult to be conducted experimentally[6].
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Figure 1: Structural testing model and TLCD.

Components Value

Beam Dimension 210 mm × 20 mm × 1 mm

Material Stainless Steel: E = 190 GPa, 𝜌 = 7700 kg/m3, 𝜈 = 0.26
Rectangular block Dimension 200 mm × 200 mm × 10 mm

Material AISI 1020: E = 200 GPa, 𝜌 = 7900 kg/m3, 𝜈 = 0.29
TLCD Dimension Height = 73 mm, Width = 79 mm, Column width = 20

mm

Material Acrylic

T˔˕˟˘ 1: Specifications of structural testing model and TLCD

A simply method for adjusting the fluid damping inside TLCD is by varying the fluid
viscosity. In this research, three TLCD fluids with different viscosity are evaluated
experimentaly. The TLCD performance is analysed by comparing the measured FRF
response of the structure with TLCD.

2. Experimental Setup

Two-DOF shear structure as shown in Fig. 1 is used as the testing model. The structure
model consists of two rectangular blocks made of the steel plate that connected using
four steel beams. The base of structure is fixed to the ground thatmade of a rectangular
steel plate. The ground has two pairs of slider bearing at its bottom. Therefore, it can
move freely in the horizontal direction. The TLCD damper is positioned at the top of
the second floor of the structure. The damper housing is made of the acrylic plate as
shown in Fig. 1. The column cross-section of TLCD damper is the uniform rectangular
shape.
The structural testing model and TLCD spesification are shown in Table 1. The experi-

mental model consist of three components i.e Steel beam, Rectangular block and TLCD
as shown in Table 1. It should be noted that the TLCD dimensions are selected so
that the natural frequency of the fluid inside TLCD column match with the first natural
frequency of the structure. To increase the fluid damping, an orifice plate is positioned
in the midle of horisontal column. The plate has 115 holes and each holes diameter are
3 mm. The experimental setup is shown in Fig. 2.
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Figure 2: Experimental setup.

As shown in Fig. 2, the ground of the structure is excited horizontally by a vibration
exciter. The excitation signal from the exciter is a random signal with frequency range
from 0 until 10 Hz. Two accelerometers located at the ground and the second floor of
the structure are used to measure the acceleration data. These data are acquired by
B&K Pulse Digital Signal Analyser(DSA).

3. Experimental Results

To analyse the liquid viscosity effect, three lubricants PERTAMINA SAE 10, SAE 40 and
SAE 20W-50 are utilized as the TLCD fluid. Because of the TLCD performance also
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(a) (b) (c)

Figure 3: Frequency response of structure with TLCD, (a) using SAE 10 oil (b) using SAE 40 oil (c) using SAE
20W-50 oil.

depends on the fluid natural frequency, the experiments are conducted for several
fluid levels. According to theoretical analysis[5], the fluid level is one of the dynamic
parameters which affects the TLCD natural frequency. The reference level is denoted
as the optimum fluid level which theoretically calculated [7]. This reference level is
related to the fluid length L𝑒 = 100 mm as shown in Fig. 1. Another level +10,-10 and
-5 are obtained by added or reduced the fluid volume by 10 ml or 5 ml, respectively.
The amplitude ratio which describes the Frequency Response Function (FRF) of the
structure is calculated by dividing the frequency response of the 2𝑛𝑑 floor with the
frequency response of the excitation signal. Figure 3 shows the amplitude ratio of
the structure with TLCD. Because of the TLCD damper is designed according to the
1𝑠𝑡 natural frequency of the structure then the enlargement of frequency response is
focused to the area located near to this frequency zone.
The TLCD liquids are varied from SAE 10, SAE 40 and SAE 20W-50, respectively. It

should be note that the viscosity of SAE 20W-50 is larger than that of SAE 40 in the
room temperature. Figure 3 shows that for low viscosity liquid, the dynamic vibration
absorber phenomenon can be simply detected. The absorber effect is seen clearly from
the separation of two peak frequencies close to 2.1 Hz as shown in Fig. 3(a) for SAE
10 fluid. This results indicate that the optimum TLCD damping factor can be obtained
when using low viscosity of TLCD liquids. The dynamic absorber effect reduces when
the fluid viscosity is large as shown in Fig. 3(c) for SAE 20W-50 fluid. In this condition,
the separation of two peak frequeny cannot be seen clearly.
Comparison of the maximum amplitudo ratio of the structure is shown in Fig. 4.

Here, the maximum amplitude ratio is calculated as the mean of maximum peaks of
the frequency response curve in Fig. 3. The x- axis of bar chart in Fig.4 is arranged from
the low viscosity to the high viscosity fluid. The y-axis in Fig.4 describes the percentage
of maximum amplitude in comparison to the case without TLCD. As shown in Fig. 4,
the maximum amplitude ratio increases when the fluid viscosity increase. The reason
for this condition is the fluid motion become small so that the dynamic absorber effect
decreases when the fluid viscosity is large. In this condition, two frequency peaks
which detected in the case of low viscosity condition becomes a single peak which
indicates the system change to a one degree of freedom(1 DOF) system.
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Figure 4: Comparison of maximum amplitude ratio.

4. Summary

Experimental evaluation of TLCD performance due to variation of TLCD liquid viscosity
has been conducted. The experimental results show that the frequency response of the
structure reduces by adding the TLCD to the structure. However, the optimum condition
for TLCD damper largely depends on the damping value of the fluid system inside the
TLCD column. The experimental results show that increasing the TLCD liquid viscosity
will reduce the absorber performance. This condition is due to the optimum condition
of TLCD damping factor closes to the case with low viscosity fluid (SAE 10). For larger
viscosity fluids, the fluid motion is small and the DVA effect reduces.
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Abstract
Determination of the specific toxic, harmful, or flammable gases concentration i.e.
butane, cannot be done directly. It requires devices that can do this measurement
without any direct contact between the gas and human (observer) i.e. gas sensors.
These sensors are typically used in security systems or early warning system.
This research is about design and development of a gas sensor based on acoustic
resonance. The sensor that has been developed is acoustic resonator based sensor,
with two speakers as the sources of acoustic vibrations. This sensor is made to work
at its resonance frequency. Since the resonance frequency of acoustic resonator is
influenced by the speed of sound in the acoustic resonator, and the speed of sound is
influenced by the density and concentration of the gas in the acoustic resonator, the
changing of gas concentrations will cause resonance frequency shifting of the acoustic
resonator. So, by taking measurement of resonance frequency shifting of resonator,
gas concentration can be determined. This research was conducted in four stages,
the first stage is designing of acoustic resonator, the second stage is manufacturing
and initial testing of the acoustic resonator, the third stage is conditioning stage to
make acoustic resonator works at its resonance frequency automatically, and the
final stage is the testing stage of acoustic resonator using butane. Based on the
research conducted, it can be concluded that the acoustic resonator system can work
accurately and precision to detect the changing of butane gas concentration. Absolute
error and relative error are relatively small, the largest of absolute error is 7.69% and
the largest relative error is 0.47%.

Keywords: Acoustic resonator, gas sensor, gas concentration, resonance frequency,
butane

1. Introduction

The application of gas sensing mostly used in industry and academia, such as: in indus-
trial production [3, 4]; in the automotive industry [5]; in medical applications [6]; in
monitoring indoor air quality [7]; and in environmental studies [8]. Some studies have
established as a subject of the gas sensing technology since past fifty years. There are
three main investigation of gas sensing are various types of sensors, research on the
principles of sensing, and fabrication techniques [9].
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Gas sensor is a tool for gas sensing, these sensors typically used in a safety system.
Gas sensor measures the concentration of gas in its vicinity. Gas sensor can be clas-
sified based on variations on electrical properties and other properties. For electrical
properties, gas sensor consists of metal oxide semiconductor, polymer, carbon nan-
otubes, and moisture absorbing material. While other properties, gas sensor consists
of optic methods, acoustic methods, gas chromatograph, and calorimetric methods.
Many types of gas sensors have been developed. Each of them has advantages and
disadvantages [1]. Based on the principles of gas detection, gas sensor can be cate-
gorized into two i.e. non-optical sensors and optical sensors [2]. Non-optical sensor
is a gas sensor that detects gas by interacting directly with the gas to be tested.
Advantages from non-optical sensor are low cost of fabrication and short response
time, while the disadvantages are relatively low sensitivity and selectivity [15]. The
optical sensor is a gas sensor that detects gas without interacting directly with the
gas to be tested by utilizing the optical properties of the gas. Among these two types,
the optical sensor has several advantages such as: long lifetime, reliable, stable at
ambient temperature and easy to be designed andmanufactured [15]. Here, the author
will make a gas sensor by using two methods, namely optical methods and acoustic
methods. By using the optical methods it is briefly easy to reach higher sensitivity,
selectivity and stability than non-optical methods with longer lifetime. These methods
have short response time. Its performance will not deteriorate with environmental
changes or catalyst poisoning caused by certain gases, etc. the basic principle of optical
methods for gas sensing is based on spectroscopy. However, the constraints of these
applications for gas sensors are in miniaturization and cost is relatively high. Only a
few commercial gas sensors are based on the principles of optics [15].
For acoustic or ultrasonic methods, it can improve the weaknesses of the gas sensor

by chemical methods, such as short lifetime [15]. Measurements parameters involved
in the acoustic method basically are divided into 3 categories namely speed of sounds,
attenuation and the acoustic impedance. First parameter involved that is speed of
sound determine many properties of gas and can be used for measuring speed of
sound, such as to identify a specific type of gas through the speed of sound is different
from others in the group [9], to detect gas concentration target, based onmathematical
reasoning that is proportional to the time difference of sound propagation [4], and to
calculate the molar weight of the composition or different gases in a mixture based on
some equations of thermodynamics [11]. Attenuation is when an acoustic wave travels
through a medium, there is the energy lost as thermal or scattered energy called
attenuation [12]. Each of gas has different attenuation properties, hence providing
a way to detect specific gases. Attenuation could also combine with sound speed
to determine gas properties [13]. For acoustic impedance density of the gas can be
determined by the acoustic impedance, because the acoustic impedance is given by
a simple equation: Z = 𝜌C, where 𝜌 is the density of gas and C is the speed of sound.
Thus, the acoustic impedance is measured and the speed of sound, the gas density
can be calculated [14].
For the initial stage, the author will use the acoustic methods to make the initial

prototype of gas sensor using acoustic resonator. Acoustic resonator made to work
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Notes : 

1: Speaker 

2: Microphone 

3: Alumunium tube 

Figure 1: Resonator design.

automatically at its resonance frequency, and it is expected to detect changing in gas
concentration contained in the acoustic resonator.

2. Methodology

This research was conducted in four phases. The first phase is designing the resonator,
the second phase are manufacture of resonator and initial testing in order to obtain
a resonance frequency of the resonator. The third phase is the conditioning resonator
to work automatically at the resonance frequency. The final phase of this research is
testing directly to butane. Resonator is designed by using alumunium tube, 2 speakers,
and a microphone. Resonator is made using alumunium tube with diameter 11 cm, 17.2
cm in length, and 0.5 cm in thick. Design of resonator can be seen in Fig. 1.

3. Results and Discussions

Resonator will work in accordance with the principle of organ pipes, where the res-
onant frequency will be influenced by the speed of sound in a resonator which is
influenced by the concentration of gas in the resonator. The resonator is designed
to be able to work at the resonant frequency. This is done because the resonance of
the resonator will be affected by the speed of sound in the resonator, while the speed
of sound in the resonator will be strongly influenced by the type of gas contained in
the resonator and gas concentration contained in the resonator. So it should work on
the resonator resonance frequency. If the type of gas in the resonator is different and
different concentration, then the resonance frequency of the resonator working will
also vary. Based on this principle, resonators are constructed can be used as a simple
gas sensor. The resonance frequency of the resonator can be seen in Fig. 2.
From Fig. 2 it can be seen, there are two of high peak amplitude of the output signal

from the microphone on 400Hz and 3.8 kHz.
The system is used as a gas sensor based on the principle of resonance. As noted

in the previous section that weight or concentration of gas in resonator will affect
the speed of sound in the resonator, while the speed of sound in resonator changes
will affect the resonance frequency of the resonator. So, to be able to detect changes
in gas consentration, then the system needs to be conditioned in order to work at
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Figure 2: Resonance frequency of the resonator.

Figure 3: Effects of butane concentration changing against resonance frequency of resonator.

the resonant frequency automatically without a signal from frequency generator. In
this test, the resonance frequency of resonator is approximately 3.7 kHz. Resonant
frequency automatically obtained do not differ much from the initial measurements
i.e. 3.8 kHz.
For direct gas testing, butane (C4H10) and nitrogen (N2) gases were used. The pur-

pose is to determine the effect of butane concentration changing in the resonator
against the resonance frequency of the resonator system. The system is conditioned
to work automatically. From the measurements that have been done, the effect of
butane concentration changing against the resonance frequency of resonator can be
seen in Fig. 3.
The purpose of this resonator is to determine the concentration of the gas con-

tained in the resonator, so Fig.4 can be used to get the fuction of concenration to the
resonance frequency of resonator. The fuction of concentration against the resonance
frequency of resonator is:

𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 = 99133.89 − 92357.75𝑓 + 28710.76𝑓 2 − 2977.168𝑓 3 (1)

where 𝑓 is the resonant frequency.
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Figure 4: (a) Absolute error of the system and (b) relative error of the system.

The absolute error and the relative error of the system can be seen in Fig.5 (a) and
Fig.10(b).
On Fig. 4(a) can be seen that the largest absolute error of the system is 7.69%, and

on Fig. 4(b) can be seen the largest relative error of the system is 0.47%. It is mean the
system resonator accurate and precision to detect the butane concentration changing.

4. Conclusions

According to the result, can be concluded that the resonator system accurate to detect
the butane concentration changing, with the largest absolute error is 7.69%, and the
resonator system has high precision with the largest relative error is 0.47%.
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Abstract
One of Indonesian traditional food, expecially in Minangkabau called galamai was
baked with inefficient and complicated manner. At least 4 or 5 person were needed to
mix 30 kg galamai batter for 6 hours during baking process. This research solved those
problems. The aim of this work was to displace a human labor with an automatic
machine to make it more efficient. The basic idea of this reseach is to desain an
automatic mixer by using camera sensor for controling the speed of DC machine. This
mixer was worked base on the fact galamai batter characteristics that its color and
viscosity will change during cooking process. Discoloration in galamai batter will be
captured by camera sensor as a data input. Images data of the color of galamai batter
will be converted in grayscale images. The intensity of gray scale image became an
input for FIS (Fuzzy Inference System) which controled the speed of machine. The
speed of motor will increase when the grayscale color of galamai batter is low. The
system could controlled turning speed of motor automatically with acuration of speed
value is more than 96.4% and synchronized in variation of galamai batter volume.

Keywords: batter galamai, camera sensor, fuzzy-logic, grayscale, DC machine

1. Introduction

Galamai, one Indonesian traditional food fromMinangkabau especially in Payakumbuh
is made of glutinous rice flour, sugar and coconut milk. In this current time, people still
use a manual process to cook galamai. For instance, to produce 30 kg galamai, all the
ingredients were mixed by 4 or 5 person during 6 hours baking process. In case of
the batter of galamai was roasted on the fire, it should be continuously mixed without
stopping to avoid conglomeration product. However, this manner was inefficient as too
much wasted effort and time undertaken during baking process. In case of the plate of
batter galamai was not covered during mixing process, it was possible that a lot of dust
and sweat affected in the galamai batter. Therefore, the galamai also unhygienic for
people.This work tackled such kind of problems. We make a mixer system by using a
DC machine as replacing human labor to mix galamai batter. The speed of DC machine
was controlled automatically. The plate of mixer was covered and the material was
made of aluminum.
There are various methods to control the DC machine such as: cascade control sys-

tem [1], PID controller [2] and neural network based controlling operation with fuzzy
modeling [3]. In this work, the DC machine was controlled based on fuzzy logic rules.
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Figure 1: Efficient mixer control block diagram.

The fuzzy membership function determined in accordance with discoloration of gala-
mai In fact, the color of galamai batter was degraded from white to black during this
process. This color degradation was observed by camera sensor which put in front of
galamai batter during baking process. When the color of galamai batter discolorized
to the dark color, its velocity was also becomes more viscous. Therefore, the speed
of DC machine was reduced due to the increasingly thickened batter will make the
rotation of motor restrained. The system detected this condition by a RPM counter.
Then, it generated the microcontroller to magnify the DC motor voltage for stability
motor speed.
Previous research has suggested that camera sensor and DCmachine can be applied

for human daily live. The camera and DC machine are compact and affordable, which
makes them attractive for versatile applications including surveillance and computer
vision. Some of successful application of these technologies are in automatic door that
controlled by smart camera [4], belt conveyor for security checkpoint surveillance by
using camera network[5], and smart coffee mixer which can stopped automatically
when a suitable of coffee color is reached [6]. In this paper, we designed an efficient
mixer in baking galamai which adapted with volume of galamai batter.

2. Methods

At first, the DC machine was set with 55 Pulse Width Modulation (PWM) for minimum
starter. PWM Signal is a method for generating an analog signal using a digital source.
A PWM signal consists of two main components that define its behavior: a duty cycle
and a frequency. In this work, the freqwency was fix because the speed of DC machine
should keep consttant. Figure 1 shows the overall view of the mixer system with
camera sensor:
When the DC machine switched on and start to mix the galamai batter, there are

two feedback loops to control the system. First feedback loop is camera sensor that
capture the the color of galamai batter periodically. The second is RPM (rotation per
minute) counter for DC machine’s speed control.To make the best product of galamai,
the batter was mixed without stopping during roasting at temperatures of 100-120
degrees Celsius. Therefore, DC machine is required to keep rolling at constant speed.
Camera sensor captured the galamai batter frequently. When the camera sensor

captured the batter image, it still in true color format or also known as an RGB frame.
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Figure 2: RGB color space [7].

A true color image is an image in which each pixel is specified by three values (0 -
255) one each for the red (R), green (G), and blue (B) components of the pixel scalar.
Most often image data are collected from an RGB device. RGB spaces are native to
displays, and digital cameras. Each imaging system has its own RGB color space that
depends upon the spectral sensitivities of its color sensors and its settings. It is possible
to calibrate an imaging device by determining the relationship between its RGB space
and a device independent. Figure 2 shows the RGB color space.
In this work, we convert the color of galamai batter ffrom RGB to gray level image.

Gray levels represent the interval number of quantization in gray scale image process-
ing. There are 256 gray levels in an 8 bit gray scale image, and the intensity of each
pixel can have from 0 to 255, with 0 being black and 255 being white. The gray scale
of RGB was obtained by determining the average of each pixel as follows [8]:

𝐼 = 𝑅 + 𝐺 + 𝐵
3 (1)

where I is intensity or gray level of each pixel.
The gray level of each pixel in batter image determined to obtain tthe average of

gray level image. This avaerage value was as an input to Mamdani Fuzzy Inference
System (FIS). In this step, FIS determined the relationship between average of gray
level image and pulse width modulation (PWM ) of DC machine as an input. In this
paper, the maximum average of gray level image was 200 due the color of batter
was not absolutely white. From some experiment results, an appropriate interval of
average gray level image and the duct cycle of PWM DC machine as shown in table 1.
Based on tabel 1, the input membership fuction of fuzzy interference system for

duty cycle PWM and average gray scale image was described in Fig. 3. While, output
variable of fuzzy interference system is RPM. We set the RPM from 0 to 100 rotations
per minute. We devided four speed condition of RPM Speed as shown in Figure 4.
As the set speed is varied due to the galamai batter dicoloration, the PWM duty

cycle also varies. In Figure 1, there are two ways to get RPM of DC machine in the
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Color Average Gray
level

Duty Cycle of
PWM

Whitish 97 -255 Very Low

Light Grey 42- 118 Low

Dark Grey Dec-88 Midle

Black 0 - 32 High

T˔˕˟˘ 1: Gray Level and PWM Classification.

Figure 3: FIS input membership function.

Figure 4: FIS output membership fuction.

system. First, the RPM number of DC machine was counted directly by Adruino when
the DC machine was switch on. The second, the RPM number of DC machine was
obtained from defuzzification of FIS output which is related with gray level image
of batter galamai. These two PWM numbers were compared each other to get the
constant speed. Two numbers of these RPM must be equal. If RPM number of Adruino
is less than RPM number of FIS output, the PWM generator will increase the duty cycle.
Therefore the DC machine rotates faster. If RPM number of Adruino is more than RPM
number of FIS output, the PWM generator will decrease duty cycle so that the DC
machine become slowly. These step work continuously during baking process

3. Results

In this research, we used two samples batter galamai : the 250 ml and 500 ml. Both
were analized separately during baking process. Camera sensor capture the batter 4
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No. Batter color Gray Scale
Pixel Intensity

No. Batter color Gray Scale
Pixel Intensity

1 194,2451 3 63,3895

2 96,7731 4 43,8092

T˔˕˟˘ 2: Batter galamai pixel intensity

Case Grayscale Duty cycle PWM
[%]

Rpm
counter

Rpm fuzzy RPM Error
[%]

1 151.425 21.067 22 21.026 4.427

2 153.449 20.565 25 20.828 16.688

3 98.840 26.996 26 27.511 5.812

4 98.639 28.502 32 28.055 12.328

5 65.727 37.302 40 38.148 4.630

6 65.310 37.804 38 38.237 0.624

7 41.481 28.176 46 45.714 0.622

8 41.319 28.678 45 45.727 1.616

T˔˕˟˘ 3: RPM and Duty Cycle PWM in 250 ml batter galamai

times as shown in table 2. From the table we observe that the pixel intensity of batter
galamai was decrease from light to dark.
We analyze the RPM and duty cycle PWM of each two samples for 8 cases. Table 3

and 4 shows the results:
From table 3, RPM number was increase as the discoloration of gray scale. This

condition is caused by the velocity of batter galamai becomes more viscous during
baking process. Therefore the duty cycle PMW also increase to reach a constant speed
of mixer. From the table 3, we obtained that the average error percentage between
RPM counters and RPM Fuzzy is 3.6%. It means that the speed of mixer is commonly

Case Grayscale Duty cycle PWM
[%]

Rpm
counter

Rpm fuzzy RPM Error
[%]

1 146.705 23.075 22 21.580 1.909

2 147.634 22.573 22 21.509 2.232

3 97.772 28.957 28 28.123 0.439

4 96.572 28.455 28 28.187 0.668

5 71.031 39.216 38 37.254 1.963

6 69.584 39.718 38 37.278 1.900

7 41.481 30.180 46 45.714 0.622

8 38.907 29.678 45 45.635 1.411

T˔˕˟˘ 4: RPM and Duty Cycle PWM in 500 ml batter galamai.
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Figure 5: FIS output membership function.

Figure 6: PWM values of various volume.

constant while the gray level and velocity of baked galamai were changed with accu-
racy of speed value is 96.4 % The complete PWM output of FIS membership function
for 500 ml galamai batter was described in Figure 5.
Figure 6 shows the comparison of PWM duty cycle ratio between 250 ml and 500 ml

galamai batter for 8 cases observation. From the figure, a big volume of batter galamai
requires PWM duty cycle ratio more than the small one.

4. Summary

The proposed a mixer which is designed and implemented using camera sensor to
make galamai efficiently is completely succeeded. The system controlled turning
speed of motor automatically with accuracy of speed value is 96.4 % and also can
be adaptive in variation of galamai batter volume. Simulation results indicate that the
proposed efficient mixer can keep its speed constant in various velocities. The system
has a good performance in various volume of galamai batter.
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Abstract
This paper reports a study to detect urea by a homemade surface-enhanced Raman
Spectroscopy (SERS) sensor using gold- nanoseeds (AuNS). The nanoseeds were
prepared by the first of two steps of the seed-mediated technique where the
sizes of the nanoseeds were controlled through the heat treatment periods. It was
demonstrated that gold- nanoseeds (AuNS) with the averages sizes of 15-20 nm
can be utilized to enhance the Raman peaks intensities of urea. The enhancement
intensities of the Raman peaks are linear with the urea concentrations where the
lowest urea concentration that was detected using AuNS from this study is 0.0901 g/L.

Keywords: surface-enhanced Raman spectroscopy (SERS), gold-nanoseeds (AuNS),
urea, chemical sensors

1. Introduction

High level of urea in blood or in urine may indicate renal failure. Most methods used to
determine urea are based on indirect chemical process such as enzymatic and chem-
ical assays [1]. Enzymatic methods use the urea-metabolizing enzyme urease, which
degrades urea into ammonia. The produced ammonia is measured by a pH indicator
[2]. Meanwhile, chemical assays used particular chemicals to form colored product [3].
All of these methods are time consuming and may have byproducts from the chemical
reactions that interfere in the measurement result. It is a great interest to use a direct
spectrometric determination of urea. Raman Spectroscopy (RS) technique is one of the
possible techniques where urea is able to produce a specific Raman shift spectrum.
However, due to the limitations of RS such as weak Raman signal and small cross
section of Raman scattering, surface-enhanced Raman spectroscopy (SERS) has been
developed [4]. SERS is an optical sensor system that highly sensitive as compared to
normal RS which allows the detection of single molecule even at low concentration
of sample [5]. The enhancement in SERS is provided by the localized-surface plasmon
resonance (LSPR) of nanostructured metals such as gold, silver, copper and platinum.
This paper reports the application of gold nanoparticles to enhance Raman shift

spectrum of urea using a homemade SERS sensor system. The nanoparticles were
prepared using a simple of seed-mediated technique.
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2. Experimental

Gold(III) chloride trihydrate (HAuCl4. 3H2O) (99.9%), trisodiumcitrate (C6H5Na3O7),
sodium borohydride (NaBH4) and urea powder were purchased from Sigma Aldrich
and used without further purification. Gold nanoseeds (AuNS) were prepared by the
first of two steps of the seed-mediated techniquewhere 0.5mL of 0.01MHAuCl4. 3H2O,
0.01 M C6H5Na3O7and 0.1 M cooled NaBH4were mixed in deionized water. The colloidal
of gold-nanoseeds were heated using microwave for 10s, 30s and 60s respectively
and characterized using Uv-Vis Spectrometer (Hitachi U- 3900H), particle size analyzer
(PSA) and field- emission scanning electron microscopy (LEO SUPRA 55VP FESEM).
Urea solutions in pure water of four different concentrations ranging from 0.1M to
2.0 M were prepared and then mixed with the colloidal of AuNS. The SERS substrates
were prepared by dropping the pure urea or the mixed urea-AuNS solutions onto
cleaned quartz substrates and left to dry at the room temperature. The detection of
urea was studied by recording Raman spectra of the prepared SERS substrates using
a homemade SERS sensor system that consists of a laser as light source (523nm), a
fiber probe, a spectrometer QPro-60 (Ocean Optics) and a sensor chamber.

3. Results and Discussion

Figure 1 shows the FESEM images of gold- nanoseeds (AuNS) thin films on ITO sub-
strates that were prepared with variation of heat treatment periods. The AuNS have
quasi-spherical shaped with average diameter as measured by the particle size ana-
lyzer were 8, 11, 15 and 20 nm corresponding to 0, 10s, 30s and 60s heat treatment
periods respectively. Hence, we may have variation of the nanoseeds sizes through
heat treatment periods of the colloidal. In the next discussion, we refer the localized-
surface plasmon resonance (LSPR) based on the nanoseeds sizes.
Figure 2 shows the LSPR absorption spectra of colloidal gold- nanoseeds samples

with variation of the particles sizes. Each sample has one LSPR peak ranging from
503 nm to 512 nm according to the increasing sizes of nanoseeds respectively. The
intensities of peaks are increasing with the nanoseeds sizes. This results is agreed
with the previous research [6].
Figure 3 shows the Raman spectra of urea samples excited with 532 nm laser light.

The concentration of urea used is 0.5 M. The samples are pure urea and urea mixed
with AuNS of different sizes. The Raman spectrum of the pure urea has two sharp
peaks at 548 cm−1 and 1012 cm−1, and a small broad peak at 1181 cm−1. It is observed
that two samples, urea mixed with 15 nm and 20 nm AuNS are able to enhance the
Raman peaks intensities. Meanwhile for the other two samples, 8 nm and 11 nm AuNS,
the samples are not able to enhance the Raman scattering signal. This means that
the samples with small size of AuNS and low LSPR peaks are not able to assist urea
molecules to produce the Raman scattering signal because smaller nanoparticles will
have less surface area and low conductivity of electron for oscillation. Thus, less light
is absorbed by the surface which weakens its electromagnetic field and reduces the
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Figure 1: FESEM images of gold-nanoseeds prepared at different heat treatment periods: (a) 0, (b) 10, (c)
30 and (d) 60s.

Figure 2: Absorption spectra of thelocalized- surface plasmon resonance (LSPR) of colloidal gold-
nanoseeds with variation of the nanoseeds sizes: (a) 8 nm, (b) 11 nm, (c) 15 nm, and (d) 20 nm.

signal of Raman scattering [7]. From these results, wemay concluded that the effective
sizes of the AuNS to enhance the Raman scattering are about 15-20 nm.
Figure 4 shows the SERS spectra of urea samples with variation of urea concen-

trations; 0.1M, 0.5M, 1.0M and 2.0M. The size of AuNS used in this measurement is
15 nm. It was observed that the enhancement intensities of the Raman peaks are
linear with urea concentrations. The linearity correlation coefficients (r) are 0.968 and
0.996 for peaks at 548 cm−1 and 1012 cm−1 respectively (Figure 5). The lowest urea
concentration that was detected using AuNS from this study is 0.1 M which is 0.0901
g/L. The AuNS used in this study were prepared using a simple technique that involves
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Figure 3: SERS spectra of urea samples taken with 532 nm excitation. (a) 0.5M urea, and 0.5M urea mixed
with (b) 8 nm (c) 11 nm (d) 20 nm (e) 15 nm AuNS.

Figure 4: SERS spectra of 15nm gold-nanoseeds for variation concentrations of urea: (a) 0.1 M, (b) 0.5 M,
(c) 1.0 M and (d) 2.0 M.

only the seeding process. Hence, to improve the sensing sensitivity of the SERS system,
we have to prepare gold nanoparticles using a complete process of the seed-mediated
growth technique.

4. Conclusion

We have demonstrated that gold-nanoseeds (AuNS) with the averages sizes of 15-
20 nm can be utilized to enhance the Raman intensity of urea. The nanoseeds were
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Figure 5: Linearity correlation of 15 nm gold- nanoseeds for variation concentrations (M) of urea: (a) 0.1,
(b) 0.5, (c) 1.0 and (d) 2.0.

prepared by the first step of the seed-mediated technique where their sizes were con-
trolled by the heat treatment. Using our homemade surface-enhanced Raman spec-
troscopy (SERS) sensor we are able to detect the urea concentration as low as 0.0901
g/L in seeding state of gold.

5. Acknowledgement

The authors would like to thank the Ministry of Higher Education of Malaysia (MOHE)
for the support of research grant under the Higher Institution Centre of Excellence
(HICoE) fund.

References

[1] M. Tak, V. Gupta, and M. Tomar, A highly efficient urea detection using flower-like
zinc oxide nanostructures, Mater Sci Eng C, 57, 38–48, (2015).

[2] B. Krajewska, Ureases I. Functional, catalytic and kinetic properties: A review, J Mol
Catal, B Enzym, 59, 9–21, (2009).

[3] P. Kumar, P. R. Lambadi, and N. K. Navani, Non-enzymatic detection of urea using
unmodified gold nanoparticles based aptasensor, Biosens Bioelectron, 72, 340–347,
(2015).

[4] S. McAughtrie, K. Faulds, and D. Graham, Surface enhanced Raman spectroscopy
(SERS): potential applications for disease detection and treatment, J Photochem
Photobiol Photochem Rev, 21, 40–53, (2014).

[5] M. V. Chursonova, L. Germash, V. O. Yukhymchuk, V. M. Dzhagan, I. A. Khodasevich,
and D. Cojoc, Optimization of porous silicon preparation technology for SERS
applications, Appl Surf Sci, 256, 3369–3373, (2010).

[6] W. Haiss, N. TK. Thanh, J. Aveyard, and D. G. Fernig, Determination of size and
concentration of gold nanoparticles from UV-vis spectra, Anal Chem, 79, 4215–4221,
(2007).

DOI 10.18502/keg.v1i1.484 Page 5



 

ICoSE Conference Proceedings

[7] S. Hong and X. Li, Optimal size of gold nanoparticles for surface- enhanced Raman
spectroscopy under different conditions, J Nanomater, 49, 1–9, (2013).

DOI 10.18502/keg.v1i1.484 Page 6



 

ICoSE Conference Proceedings
ICoSE Conference on Instrumentation, Environment and
Renewable Energy (2015), Volume 2016

Conference Paper

Colour Classification Using Entropy Algorithm
in Real Time Colour Recognition System for
Blindness People
Gurum Ahmad Pauzi and Warsito
Physics Department, Faculty of Mathematics and Natural Sciences, University of Lampung, Jalan
Sumantri Brojonegoro No. 01, Lampung 35141, Indonesia

Abstract
This article describes the real time instrumentation system to help blindness people
for recognize a colour. Colour image captured by the digital camera, and it classified
into ten basic colours names (black, brown, cyan, red, orange, yellow, green, blue,
magenta, gray and white) by using entropy algorithm. The conclusion of colour
classification will be informed to the user in sound or vocal information. This study
has used two colour models HSV (hue, saturation and value) and RGB (red, green
and blue). The accuracy of Classification using HSV has 90%, and RGBmodel has 71.5%.

Keywords: Colour Classification, visual impairment, blindness, entropy algorithm

1. Introduction

Colour has a crucial role in the activities of human life as a guide for completing various
activities. Colour is an important factor to perceive and analyze characteristics of an
object such as determining the dimensions of an object, and spacing [1]. This variable is
the basic for distinguishing one object to another. It can provide a psychological effect
on a person such as mood, feeling and perception [2]. The Inability to see the colour
becomes a major problem for people with visual impairments or blindness.
A digital colour obtained from combination of RGB (red, green and blue) values are

built based on the represents the x-axis, y and z coordinates of Cartesian space. There
are also colour HSVmodels (Hue, Saturation and Value) and other model. The format of
these colours can be converted using a specific equation [3]. In reality, although there
are many colours from RGB combinations, not all colour name needs to be recognized.
The colour of an object generally identified by grouping to the basic colour names such
as black, brown, cyan, red, orange, yellow, green, blue, magenta, gray and white. An
object called with a certain colour if the colour is most dominant in viewing area. The
Viewing area is the middle area in a landscape image that has been observed in real
time.
According to the WHO notes that in 2010, the number of people with visual impair-

ment is estimated to be 285 million, with 39 million are blind [4]. These data showed
an increasing number of patients with eye disorders in worldwide ranging from 161
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Figure 1: Variation combination of RGB value in 8-bit formats.

million people (about 2.6% of the total world population) consist of 124 million people
with low vision capability and 37 million blind in total [5]. WHO on 30 September 1999
launched the Global Commitment Vision 2020 as The Right of Sight is an idea to cope
with visual impairment and blindness. This can be prevented or rehabilitated in an
integrate manner to reduce the amount of blindness in 2020 [6]. The inventions of the
devices for detection and classification colours are expected to be part of the solution
to help blindness people in carrying out his activities.

2. Methodology

2.1. Training Colour Test with Entropy Algorithm

The data, the digital colours are obtained from variation combination RGB value in 8-bit
formats, is represented by Fig 1.
The data modified and entered in table columns form consist with value of R, G, B

and colour names. Here is the problem; every person has a different perception in the
classification many colour to basic colours names. It can be caused by many factors
such as environmental influences, keen of the eyes and even the colour blind. The RGB
data is converted into the HSV format by using the HSV equation [3]. In 3-dimension
form, HSV model is described as an inverted hex cone. The determination limit of each
groups of colour is based on a specific coordinate. Black is height from the base, white
is the middle peak area of inverted cone, and the other colour is determined by the
angle degree of circle of hex cone. Thus the HSV value and Colour Name put in the
table too. Not all combination RGB data is used for training to the entropy algorithm,
only at 450 RGB and HSV values are taken by random. The result of entropy algorithm
is the decision tree form to simplify the rules.
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Figure 2: Block diagram instrumentation system.

3. Hardware

The block diagram system is used in Fig 2.
Image captured by webcam which external webcam connected to the net book.

The colour names Information done by sound from ear phone. The hardware and
software in this system are controlled by program. The block diagram of the program
is represented by Fig 2.

4. Calculating the RGB Value in Viewing Area

If P is length of half of the width of the image to be processed (- P for the starting point
pixel and + P for the end point pixel) and k is index of start or end pixel coordinate.
Coordinates of the pixel can be determined by using the Equation:

𝑖𝑘 = (
𝑖𝑚𝑎𝑔𝑒 𝑤𝑖𝑑𝑡ℎ − 1

2 ) + 𝑃 (1)

𝑗𝑘 = (
𝑖𝑚𝑎𝑔𝑒 ℎ𝑖𝑔ℎ − 1

2 ) + 𝑃 (2)

The dominant colour of an object is considered as the main colour of the object. The
dominant colour is detected by calculating the average colour of each R, G, and B value
of all the pixels certain areas.

4.1. Software

Software that has been built consists of three parts: The Interfacing part; Software
designed by using Delphi 7 that have a function to capture an image fromwebcamwith
* .bmp format. The image captured every 100 ms (frames per second). This method is
carried out to observe objects that have changed colour every time. Image processing
part; This part is consists of the calculating the time length of the image that has
unchanged, only image that has not changed for certain time would be processed, and
it calculated of average RGB value of the central area and determinate of the colour
name with entropy algorithm. The sound output part; the sound output is obtained
by storing the sound in * .wav format when a colour name was found. Each colour is
represented by a single sound. Fig. 4 shows the screen shoot the program that has
been created.
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Figure 3: The screen shoots of the program.

5. Result and Discussion

The results of this research are average each RGB value at viewing area. The HSV value
is taken by converting equation [3]. Decision tree for RGB and HSV colour model pro-
duced by Weka 3.6.0 free software, and it must be converted to a rule in list instruction
in a program.

6. Colour Classification Algorithm Entropy

This research used the grouping method based on the general perception of the name
of a colour. Colour not grouping based on the coordinates in the HSV colour models [7].
The training results using entropy algorithms of cross validation test on the RGB colour
format is 71%where Correctly Classified Instances obtained from 450 data. The results
of cross validation test on the HSV colour format is 90% where Correctly Classified
Instances obtained from 450 data. Model RGB had smaller success because absence
of standard patterns in the grouping of colours. HSV format is higher because in the
conversion equation from RGB to HSV had a rounding condition to the certain value.
Based on an experiment shows that the HSV colour models Easier to Observe and
classify than RGB colour models [1,8]. Object decision tree models of HSV colour seen
in the Fig 5.
At the real-time camera system the image captured continuously. When the camera

or position of the object is moving or shifting the picture will be changed every time.
If all images must be processes in the program, they will be consuming the time. The
program is designed not processing all the captured images only when the image is
unchanged at certain intervals time.
Some of the difficulties in this system are that is dependent on the quality of camera.

Sometimes at the testing showed that the RGB values of same image from difference
camera are not always same. There is a camera noise that quite disturb but that is
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Figure 4: Decision tree Classification in HSV colour model.

not become big obstacle. It required retraining with entropy algorithm for every new
camera that will be used.

7. Summary

The conclusion of this research is that the entropy algorithm can be used to classify
colours into basic name. Classification using the HSV model is better and efficient than
RGB model.
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Abstract
This paper reports the evaluation of the performance of room searching capability for
the JagaBot𝑇𝑀 Indoor Surveillance Robot. The ultimate objective of the JagaBot𝑇𝑀 is
to be applied as an event actor, inspecting the secured environment automatically
and feeding the dynamic view of the surrounding to remote user. It can also be
used to communicate with persons inside the monitored area. A web service based
instruction panel was used to command the JagaBot𝑇𝑀 to designated rooms. The
JagaBot𝑇𝑀 then navigates itself to the room automatically, scanning for the QR code
marker attached to room door, tracking a designated trail of lines through its QR code
and line tracking camera. The result of this room’s searching procedure shows that the
JagaBot𝑇𝑀 achieved its objective of correct room finding in favorable time. A 100%
correct search result was obtained with an average velocity of 0.1748 m/s under the
current setting.

Keywords: Indoor Surveillance Robot, QR code, and web service

1. Introduction

Automated Ground Vehicle (AGV) type robot has been used in many applications
including surveillance. The Smart Engineering System Research Group (SESRG) has
successfully designed an AGV type robot, called the JagaBot𝑇𝑀 , for surveillance appli-
cation. The robot is tasked with monitoring the environment dynamically, going from
room to room and also to act as an actor, one which is commanded remotely to inspect
a particular room upon detection of an anomalous event from that room (for example,
from Closed Circuit Television (CCTV) observation manually or automatically).
There are several AGV robot developed for surveillance system, for example [1]

presented a prototypical multi-robot surveillance system that is able to monitor an
outdoor environment autonomously and visual surveillance system mounted on the
mobile robot as developed by [2]. A navigation architecture for autonomous mobile
robot was developed by [3] to run in environment based on stereo vision camera
utilizing the Binocular Stereo Vision Based Obstacle Avoidance technique. A robot for
intruder detection and surveillance task was developed by [4] and [5] demonstrated
a surveillance robot capable of capturing and transmitting video on rough terrains. [6]
has incorporated unique feature of surveillance robot, which is travelling capability on
both land and water.
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2. JagaBo TM Infrastructure

The JagaBot𝑇𝑀 infrastructure is shown in Fig. 1 (b). The web service based command
mechanism of JagaBot𝑇𝑀 is shown in Fig.1 (a). The instruction panel can be replaced
by desktop instruction panel or android device based instruction panel. However, the
web service act as the main communication hub for JagaBot𝑇𝑀 . Several versions of the
JagaBot was developed. The version shown in Fig. 1 (b), which is the JagaBot-J03, is
the latest version of the JagaBot𝑇𝑀 [7].
It uses an Intel NUC mini PC as the main controller, connected with a web cam for

Quick Response (QR) code reading, a downward pointing line tracking camera, and two
forward pointing wireless Internet Protocol (IP) camera for monitoring purposes. It also
has twomain screen, the larger one is used to display the Graphical User Interface (GUI)
and the remote telecommunication module while the smaller one is used as a control
panel. A Teensy microcontroller act as a field controller, connecting the NUC Mini PC
to the sensor and actuator and all the instrumentation circuit below. The JagaBot𝑇𝑀 is
move by two Direct Current (DC) motor and powered by 2 12V sealed lead acid battery.

3. Objective of Study

The objective of the study is to establish the performance of the JagaBot𝑇𝑀 in achieving
targeted room for inspection and to derive a mathematical model depicting the target
to arrival time with JagaBot𝑇𝑀 current location.
Figure 2 shows JagaBot𝑇𝑀 path in detecting the desired room. JagaBot𝑇𝑀 will go

through the red line track for straight movement. When the green line marker is
detected, JagaBot will make a turn based on the side detected and scan the QR code
provided. If the QR code gives correct room reading, JagaBot𝑇𝑀 will enter the room.

4. Experiment Design

From the X𝑆 starting point, the robot were assigned tomove to any of the rooms (room
1 (D1), 2 (D2), 3 (D5), 4 (D3), 5 (D4), 7 (D7)) using theweb service based command panel.
The experiment were repeated for several times. The floor plan of the experiment
location is shown in Fig. 3 below.
Figure 4 shows the sequence of JagaBot𝑇𝑀 movement. It started from identifying

the command for the room to be searched. Then, JagaBot𝑇𝑀 will move forward and
find the roommarkers. Once JagaBot𝑇𝑀 detect the marker, it will turned to identify the
room using QR code displayed in front of the door. If the QR code shows the wrong
room, JagaBot𝑇𝑀 will turn back and continuously move forward to find the correct
room. If the identified QR code shows the correct room, JagaBot𝑇𝑀 will enter the room
for inspection. We have also develop a model to estimate the arrival time (T𝑇𝑎𝑟𝑔𝑒𝑡) to
destination.
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Figure 1: Jagabot TM, (a) Jagabot TM Web service Based Command, (b) Closeup of the Jagabot TM [7].

5. Results

Table 1 shows the JagaBot𝑇𝑀 performance evaluation. The time taken for each target
is measured using Eq. 1.

𝑇 𝑇𝑎𝑟𝑔𝑒𝑡 = 𝑇 𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡 + 𝑇𝑄𝑅𝐶 + 𝑇𝑄𝑅𝐼 ∗ 𝑁 + 𝑇 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 (1)

Where,
T𝑇𝑎𝑟𝑔𝑒𝑡: Estimated time for JagaBotT𝑀 to reach target room.
T𝑄𝑅𝐶 : Time spent when scanning correct QR code (Measured experimetally).
T𝑄𝑅𝐼 : Time spent when scanning incorrect QR code (Measured experimetally).
T𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡: Time taken to move in a straight line from X𝑠 (shifted by T𝐼𝑛𝑖𝑡𝑖𝑎𝑙) to targeted

door
Marker (Measured experimentally).
N : Number of turn.
T𝐼𝑛𝑖𝑡𝑖𝑎𝑙: Pick up time required for the JagaBot𝑇𝑀 motor to ramp up to nominal speed.

5.1. Accuracy

Both T𝑇𝑎𝑟𝑔𝑒𝑡 and T𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 depends on N and the distance from starting point. The T𝑇𝑎𝑟𝑔𝑒𝑡
is estimated using Eq. 1 and measured experimentally (T𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑). The results of the
experiment shows that all room were identified and reached succesfully. The average
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Figure 2: QR-Code Depicting The Door (Left,Top), The lines Tracked (left, Middle), Door Marker (Left ,
Bottom ), JagaBot TM Inspecting the Door (Right Bottom), Doors are opened automatically and JagaBot
TM Enters (Right Top).

 

Figure 3: Design Floor Plan.

Figure 4: Sequence of Jagabot Movement.

percentage of error between T𝑇𝑎𝑟𝑔𝑒𝑡 and T𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 is 3.14% only, which indicates that the
model is in good agreement with the real system behaviour.
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Room Distance
(m)

Turn Test
Run 1

Test
Run
2

Test
Run
3

Estimated
Time
(T𝑇𝑎𝑟𝑔𝑒𝑡)

Actual
Time
(T𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑)

Error Error (%) Speed
(m/s)

room 1 1.07 0 8 9 8 13.26 13.62 0.0275 2.75 0.128

room 2 6.18 1 44 46 44 47.56 44.53 0.0680 6.80 0.138

room 5 10.08 2 73 73 74 74.94 77.43 0.0332 3.32 0.140

room 3 12.78 3 98 95 94 95.45 93.97 0.0157 1.58 0.134

room 4 15.38 4 120 121 124 115.39 119.3 0.0338 3.38 0.126

room 7 27.18 5 196 194 193 187.98 192.82 0.0257 2.57 0.140

Average percentage of error = 3.14%

T˔˕˟˘ 1: JagaBo TM performance evaluation.

Figure 5: Time taken by JagaBot to reach target room.

5.2. Speed of Detection and Reach

The average measured value of V𝑆𝑡𝑟𝑎𝑖𝑔ℎ𝑡 (V𝑆𝑡𝑟𝑎𝑖𝑔ℎ𝑡 = Distance / T𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡 ) is 0.1748 m/s.
However, T𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 and T𝑇𝑎𝑟𝑔𝑒𝑡 depends on the room distance and number of verifica-
tion it has to do before reaching the correct target. Figure 5 shows speed and time
performance of JagaBot𝑇𝑀

6. Conclusion

The JagaBot𝑇𝑀 was proven to be able to detect all room using QR code accurately. Good
agreement was obtained between predicted arrival time to target room (T𝑇𝑎𝑟𝑔𝑒𝑡) and
the measured arrival time(T𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑), with an average percentage of error of 3.14%.
Using this model, it would be possible to accurately estimate the arrival time based
on JagaBot𝑇𝑀 current location. In future, the JagaBot𝑇𝑀 will be integrated into our
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smart environment system, Sekitar. We will also work on various improvement to the
JagaBot𝑇𝑀 system to improve the speed and the detection accuracy.
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Abstract
The WiMax (Worldwide Interoperability for Microwave Access) is a technology
in broadband wireless access, which employs OFDM (Orthogonal Frequency
Division Multiplexing) as an alternative transmission to enable high speed data
in communication system. This research aim is to analyze the performance system
of the OFDM-Based WiMAX, which used the cyclic prefix. The model was designed
in four schemes of simulation method, the BPSK (Binary Phase Shift Keying, QPSK
(Quadrature Phase Shift Keying), 16 QAM (Quadrature Amplitude Modulation) and 64
QAM. Each scheme was investigated BER (Bit Error Rate) on AWGN (Additive White
Gaussian Noise) channel and multipath Rayleigh fading channel, which had applied
the cyclic prefix. By simulation of the cyclic prefix was produced the modulation
measurement of the BPSK, QPSK, 16 and 64 QAM. The performance result of Eb/No
15 dB was obtained the BER of BPSK and QPSK of 1.11E-11, the BER of 16 QAM and 64
QAM of 8.69E-06 and 0.00333 respectively. Those results indicated much smaller BER
value than EbNo 0 dB which BPSK and QPSK of 1 BER, 1.5 and 1.75 BER for 16 QAM
and 64 QAM respectively. In conclusion, a higher value of EbNo, hence the BER value
would be lower.

Keywords: BER measurement, Cyclic prefix, OFDM, WiMAX

1. Introduction

Advances in broadband mobile communication provide information access that easy,
cheap and reliable, both in the presentation of high-speed data and multimedia
accesses. Those features can be provided by WiMAX technology. The WiMAX standard
of 802.16 is one of the BWA (Broadband Wireless Access) issued by the IEEE (Institute
of Electrical and Electronics Engineering), which has developed with variants that
have advantages in certain circumstances [1]. Particularly 802.16e standard supports
portable and mobile applications, which adopts OFDM technique [2]. The OFDM as
multicarrier modulation can overcome the problems of various kinds of propagation
(multipath), including NLOS (Non Line Of Sight) conditions between the bases station
to the user. The OFDM can also overcome the problem of delay spread and the ISI
(Inter Symbol Interference).
The physical layer, a Media Access Control layer (MAC) and the application layer

in the network system based on mobile WiMAX IEEE 802.16e was a very important
rule to be consideration for simulation models design [3]. Sharef et al [4] studied the
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Figure 1: Block diagram of OFDM scheme.

physical layer performance of WiMAX IEEE 802.16e that refer to channel model of ITU
(International Telecommunication Union). They investigated the effect of multipath
fading and Doppler shift using the cyclic prefix. The cyclic prefix is a data duplicate in
the OFDM symbol before transmitting to minimize inter symbol interference and inter
channel interference [5]. The length of cyclic prefix might influence in the OFDMA
system performance [4].
A cyclic prefix reduces the effects of ISI and delay spread, which is caused by increas-

ing of the symbol duration in the parallel sub-channels in the OFDM system. In other
hand, the OFDM symbol is cyclically extended by the guard time to avoid inter carrier
interference and let the receiver to take multipath energy in efficient manner. The
modulation schemes such as BPSK, QPSK and QAM are used to modulate the signal
of an OFDM. A transmission of a data link is involved the potentially errors. Then,
a BER and probability error can be used to evaluate performance of the OFDM-based
WiMAX system. Meanwhile, the improving of performance of the OFDM-basedWiMAX
system has still challenged [6]. Therefore, this paper aim is to simulate the OFDM-
based WiMAX system performance, which analyzed the BER in AWGN channel and
Rayleigh fading channel. That was investigated the performance of the OFDM system
using cyclic prefix with modulation of BPSK, QPSK, 16 QAM and 64 QAM.

2. Methodology

The proposed model in this paper used the modulation and demodulation techniques
to investigate the performance of OFDM-based WiMAX system. According those mod-
ulation techniques, the parameters of performance system that would be investigated
as: Bit Error Rate (BER); Signal against Eb/No and Probability error (Pe). The simulation
design in this proposed model was used the cyclic prefix guard interval. A block dia-
gram of the OFDM scheme of simulation model is shown in Fig. 1. The performance of
OFDM Scheme was simulated using Matlab software.
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It can be seen in Fig. 1, the simulation design of OFDM-BasedWiMAX scheme consist
of three main sub-systems: transmitter, channel and receiver. In this model, the trans-
mitter and receiver stations were assumed perfect synchronization, to investigate the
performance of the WiMAX OFDM modulation. The cyclic prefix length was assumed
longer than themaximum spread delay to avoid the influence of ISI. The simulationwas
done by looking at the results of the BER versus EbNo in AWGN and Rayleigh fading
channels. All experiments were performed to the level of modulation BPSK, QPSK, 16
QAM and 64 QAM.
The Pe is the assumption that the error rate occurs in the system due to noise and

fading effect in the channel and also for cable losses at the transmitter and receiver.
The Pe for M-ary PSK was calculated using the following Equation [7]:

𝑃𝑒 ≃ 𝑒𝑟𝑓𝑐
(√

𝐸𝑏
𝑁0

𝑠𝑖𝑛 𝜋𝑀)
(1)

The Pe for M-ary QAM was calculated using the following Equation [6]:

𝑃𝑒 ≃ 2(1 −
1
𝑀)𝑒𝑟𝑓𝑐 (√

3𝐸𝑠
2(𝑀 − 1)𝑁0)

(2)

3. Result and Discussion

The simulation of model added the cyclic prefix and 2000 samples of simulation run-
ning, which 256 subcarrier. Constellation signal was BPSK, QPSK, 16 QAM and 64 QAM
that used the model channel of AWGN and Rayleigh Fading. Regarding simulation
result, the performance of WiMAX OFDM with BPSK and QPSK modulation were a lot
better than the 16 QAMand 64QAM in term of the comparison between values of EbNo
(dB) and BER. It can be seen in Table 1, the influences of EbNo in the AWGN channel
and Rayleigh fading channel to values of BER. The EbNo value of 0 dB was obtained
the BER of BPSK and QPSK of 0.07865, the BER of 0.141 to 16 QAM and the BER of
0.1998 for 64 QAM. The EbNo 10 dB was obtained the values of 3.363e-005 BER for
BPSK and QPSK, BER of 0.00439 to 16 QAM and BER of 0.03848 to 64 QAM. Therefore,
the higher provision of the EbNo values affected the smaller noise generated. As the
result, the performance of the system would be better.
The simulation results to investigate the effects of CP using adaptive modulation

techniques and compared the performance of OFDM in terms of BER and Eb/No (dB)
that can be seen on Figure 2(A). Besides, the BER theoretical value with respect to the
adaptive modulation technique to estimate the theoretical value of Eb/No(dB) with
256 subcarriers that can be seen on Figure 2 (B).
The simulation result of Pe is depicted in Table 2. It can be seen in Table 2, the Pe

of WiMAX OFDM using BPSK modulation was much better than QPSK modulation. That
was seen from the rapid decline in the value of Pe upon increasing of EbNo. The Pe
values for 16 QAM was smaller than the Pe values for 64 QAM. The effect of EBNo 0
(dB) on the Pe value for BPSK and QPSK was 1, 16 QAM of 1.5 Pe value and 64 QAM of
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Value of
Eb/No
(dB)

MODULATION

BER BER BER BER

BPSK QPSK 16 QAM 64 QAM

0 0.07865 0.07865 0.141 0.1998

1 0.05837 0.05837 0.1212 0.1801

2 0.04094 0.04094 0.1019 0.1611

3 0.02682 0.02682 0.08341 0.143

4 0.01616 0.01616 0.06594 0.1259

5 0.008794 0.008794 0.04995 0.1096

6 0.004227 0.004227 0.03593 0.09392

7 0.001745 0.001745 0.02426 0.07886

8 0.0005981 0.000598 0.01517 0.06445

9 0.0001631 0.000163 0.00864 0.05088

10 3.36E-05 3.36E-02 0.00439 0.03848

11 4.91E-06 4.91E-06 0.00194 0.02763

12 4.71E-07 4.71E-07 0.0007225 0.01862

13 2.68E-08 2.68E-08 0.0002182 0.01161

14 8.06E-10 8.06E-10 5.10E-05 0.006591

15 1.11E-11 1.11E-11 8.69E-06 0.003335

T˔˕˟˘ 1: The measurement of BER results for model of the OFDM-WiMAX system.

Figure 2: The performance of OFDM in terms of BER and Eb/No(dB) and (B) theoretical value of BER in
OFDM Systems.

1.75 of Pe value. The EbNo 5 dB was obtained Pe value of 0.0027 and 0.03389 for QPSK
and BPSK respectively. Whilst, the Pe value of 16 QAM and 64 QAM were 0.476 and
1.095 respectively.
The simulation result of the probability of error versus Eb/No (dB) was obtained

using Matlab software that depicted on Figure 3.
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Value of
Eb/No
(dB)

MODULATION

Pe Pe Pe Pe

BPSK QPSK 16 QAM 64 QAM

0 1 1 1.5 1.75

1 0.1797 0.3428 0.9821 1.446

2 0.05778 0.1797 0.7906 1.326

3 0.02014 0.1003 0.6579 1.235

4 0.00729 0.05778 0.5566 1.159

5 0.0027 0.03389 0.476 1.095

6 0.0003857 0.02014 0.41 1.038

7 0.0003857 0.01207 0.3551 0.9865

8 0.0001478 0.00729 0.3089 0.9399

9 5.70E-05 0.004427 0.2696 0.8972

10 2.21E-05 2.70E-03 0.2359 0.8578

11 8.598E=06 1.65E-03 0.207 0.8211

12 3.36E-06 1.02E-03 0.182 0.787

13 1.32E-06 6.25E-04 0.1603 0.755

14 5.17E-07 3.86E-04 0.1414 0.7249

15 2.04E-07 2.39E-04 0.1249 0.6965

16 8.83E-08 1.48E-04 0.1105 0.6698

17 3.17E-08 9.17E-05 0.09779 0.6445

18 1.26E-08 5.70E-05 0.08667 0.6204

19 4.97E-09 3.55E-05 0.07688 0.5976

20 1.97E-09 2.21E-05 0.06825 0.5759

T˔˕˟˘ 2: The result of Probability of error (Pe) for OFDM modulation scheme.

Constellation of four digital modulation signals was shown the probability of error for
EbNo of BPSK modulation rapidly decreasing by increasing of EbNo values. This mod-
ulation technique is suitable for long distance transmission. While, QPSK modulation
was reliable comparing to 16 QAM and 64 QAM. The QPSKmodulationwas reliable with
the ability to carry twice of the data rate than the BPSK. Modulation of 16 QAM and 64
QAMwas less reliable than the BPSK and QPSK modulations. However, the modulation
of 16 and 64 QAM were efficient to applying in the frequency spectrum, and were
suitable for transmission that closes to the BTS. The 64 QAM was also requiring higher
bandwidth and better data rate than others.
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Figure 3: The Probability of Error (Pe) For OFDM Modulation.

4. Summary

This paper was proposed to investigate the performance of OFDM-Based WiMAX sys-
tem using cyclic prefix implemented in the BPSK, QPSK, 16 QAM and 64 QAM modula-
tions schemes. The schemes of simulation model were performed byMatlab software.
The simulation model showed that the performance of BPSK and QPSK modulations
were better than the 16 QAM and 64 QAM modulations. The probability of error (Pe)
at EbNo 0 dB was obtained Pe value of 1 for BPSK and QPSK. The Pe value of 16 QAM
and 64 QAM were 1.5 and 1.75 respectively. The greater of EbNo value, hence Pe value
would be smaller. The BPSK is better for long distance transmission due to small the
error probability (Pe). While, the 64 QAM has a high data rate, that is suitable for close
transmission to the BTS (Base Transceiver Station). In conclusion, the cyclic prefix has
advantage to minimize Inter Symbol Interference (ISI) that generated the smaller BER,
which it can improve the performance of the OFDM-based WiMAX system.

References

[1] A. Ghosh, D. R. Wolter, J. G. Andrews, and R. Chen, Broadband wireless access with
WiMax/802.16: current performance benchmarks and future potential, Commun
Mag IEEE, 43, 129–136, (2005).

[2] J. Rakesh, W. Vishal, and U. Dalal, A survey of mobile WiMAX IEEE 802.16m standard,
Int. J. Comp. Sci. Inf. Secur, 8, 125–131, (2010).

[3] R. Jain, C. So-in, and A. K. Tamimi, System-level modeling of IEEE 802.16E mobile
WiMAX networks: key issues, Wirel Commun IEEE, 15, 73–79, (2008).

DOI 10.18502/keg.v1i1.487 Page 6



 

ICoSE Conference Proceedings

[4] Z. T. Sharef, A. E. Alaradi, and B. T. Sharef, in Performance evaluation for WiMAX
802.16e OFDMA physical layer, Comp. Society, 351–355, IEEE, 2012.

[5] W. Henkel, G. Taubock, P. Odling, P. O. Borjesson, and N. Petersson, in The cyclic prefix
of OFDM/DMT - an analysis, Int. Sem. on Broadband Com, IEEE, Zurich, 2002.

[6] V. Grewal and A. K. Sharma, Performance evaluation of WiMAX network with AMC
and MCCDMA for mobile environments, Int. J. Multimed Ubiquitous Eng., 7, 107–118,
(2012).

[7] F. Xiong, in Digital Modulation Techniques, Artech House, 2nd ed edition, 2006.

DOI 10.18502/keg.v1i1.487 Page 7



 

ICoSE Conference Proceedings
ICoSE Conference on Instrumentation, Environment and
Renewable Energy (2015), Volume 2016

Conference Paper

Application of Short Time Fourier Transform
and Wavelet Transform for Sound Source
Localization Using Single Moving Microphone
in Machine Condition Monitoring
Meifal Rusli, Lovely Son, Mulyadi Bur, and Agus Arisman
Department of Mechanical Engineering, Faculty of Engineering, Andalas University, Kampus
Limau Manis, Padang 25163- Indonesia

Abstract
The paper discusses means to predict sound source position emitted by fault machine
components based on a single microphone moving in a linear track with constant
speed. The position of sound source that consists of some frequency spectrum is
detected by time-frequency distribution of the sound signal through Short Time
Fourier Transform (STFT) and Continues Wavelet Transform (CWT). As the amplitude
of sound pressure increases when the microphone moves closer, the source position
and frequency are predicted from the peaks of time-frequency contour map. Firstly,
numerical simulation is conducted using two sound sources that generate four
different frequencies of sound. The second case is experimental analysis using
rotating machine being monitored with unbalanced, misalignment and bearing defect.
The result shows that application of both STFT and CWT are able to detect multiple
sound sources position with multiple frequency peaks caused by machine fault.
The STFT can indicate the frequency very clearly, but not for the peak position. On
the other hand, the CWT is able to predict the position of sound at low frequency
very clearly. However, it is failed to detect the exact frequency because of overlapping.

Keywords: Short time Fourier transform, Continuous wavelet transform, Sound
source localization, Condition monitoring

1. Introduction

Sound source localization is a complex work that acoustic engineers face today. Some
standards based onmicrophone arrays are used to analyze the noise source. In general,
the methods are categorized into three: near-field acoustic holography, beamforming,
and inverse method. Most of these methods were developed using 20 channels or
more of microphones and data acquisition [1]. Meanwhile, other researchers have
been trying to develop sound source localization method with minimal number of
microphone, like binaural and inter-aural sound localization [2].
Likewise, the vibration and acoustic signal analysis are very important methods in

condition monitoring and fault diagnostics of machine components. With the rapid
development of the signal processing techniques, the analysis of stationary and transi-
tory signals has largely been based onwell-known spectral techniques such as: Fourier
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Transform and wavelet transform [3,4,5]. Then, to localize sound sources using acous-
tic signals, somemethods also have been developed. For instance, sound source local-
ization using time frequency histogram by two microphones [6], through the fusion
between visual reconstruction with a stereoscopic camera pair with several micro-
phones [7], and the application of envelope and wavelet transform to enhance the
resolution of the received signals through the combination of different time-frequency
contents [8].
This paper discusses about the implementation of a single microphone that is mov-

ing in a linear track and constant speed to detect sound source position. The sound
position and frequency peaks are be detected by the peak of the time-frequency
distribution of the sound signal using short time Fourier transform (STFT) and continues
wavelet transform (CWT). Firstly, numerical simulation is conducted by two loudspeak-
ers as the sound sources that generate four different frequencies of sound signals. The
second case is the sound generated by a rotating machine with unbalanced, misalign-
ment and bearing defect. Each defect generates specific frequency of vibration and
sound. This single moving microphonemethod has benefit that could be developed for
autonomous or robotic condition monitoring system with simpler and cheaper devices
and analysis rather than multi-channel microphones array.

1.1. Short Time Fourier Transform and Continuous Wavelet Trans-
form in Moving Microphone

The acoustic signals from faulty components are basically non-stationary. There are
two basic approaches to analyze a non-stationary vibration and acoustic signal in time
and frequency domain simultaneously. One approach is short time Fourier transform
(STFT) by splitting an acoustic signal into segments in time domain by proper selection
of a window function and then to carry out a Fourier transform on each of these
segments separately and to deliver an instantaneous spectrum. Another approach is
the continuous wavelet transform (CWT), where the non-stationary acoustic signal to
be analyzed is filtered into different frequency bands, which are split into segments in
time domain and their frequency contents and energy are analyzed. Wavelet analysis
overcomes the disadvantage of STFT since CWT uses a windowing technique with
variable sized regions. Wavelet analysis allows the use of long time intervals where
wewant more precise low-frequency information, and shorter regions where wewant
high-frequency information. In this analysisMorlet function is applied for basic wavelet
function.
Furthermore, when a fixed source is measured by a moving microphone over a

period of time, the distance between source andmicrophone is no longer constant, but
as a function of time. When the moving microphone is approaching closer the sound
source, the emitting sound needs less time to reach the microphone, the waveform
is compressed resulting in an increase of frequency, especially when the microphone
moves at very high speed. This phenomenon is known as the Doppler Effect [9]. Like-
wise, because the distance decreases, the amplitude increases and becomesmaximum
when the microphone in the closest position to the sound source. The highest peak in
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Figure 1: The numerical simulation model.

Figure 2: The time waveform (left) and the time-frequency spectrogram using STFT (left) of the sound
signal in numerical model.

time-frequency distribution of the sound signal is then detected as the sound source
position in each frequency.

2. Numerical Simulation

Firstly, a numerical simulation is conducted using two loudspeakers generating four
different frequencies of sound like illustrated in Fig. 1. The first loudspeaker generates
sinusoidal sound at frequencies of 25 and 50 Hz, and the second one generates 85
and 125 Hz of signal. The microphone moves on the track one meter length with low
speed of 0.1 m/s. Both sound sources generate random noise with the signal to the
noise ratio of 5. The sound signal from the microphone in time domain and time-
frequency distribution by STFT is depicted in Fig. 2, while time-frequency wavelet
energy distribution is shown in Fig. 3.
The result of wavelet transform is not easy to be understood compared with the FFT

result. In a broad sense, and it is better to speak about the approximated frequency
corresponding to a scale by the relationship of F𝑎 = F𝑐/(a.T𝑑). Where F𝑐 is the center
frequency of wavelet, a and T𝑑 are the scale and the sampling period, respectively.
Fig. 3 shows that by STFT, the sound at frequency of 20 Hz and 50 Hz are detected at
the first loudspeaker position. Meanwhile the sound at frequency of 85 and 125 Hz are
detected at the second loudspeaker position. However, it is not easy to distinguish the
peak from the frequency line.
On the other hand, in time-frequency wavelet energy distribution like shown in Fig.

3, the sound position at low frequency can be detected more clearly at the first sound
source. However, two higher frequencies at the second sound source are not detected
well. Although zooming in order to increase frequency resolution is done at 100 Hz
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Figure 3: Time-frequency wavelet energy spectrum at different frequency range.
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Figure 4: The rotor dynamics model.

to 160 Hz of frequency range, the sound at frequency of 85 Hz and 125 Hz are found
merging into a single peak distributed from 85 Hz to 120 Hz. One of the drawbacks
of CWT is the overlapping occurred at higher frequency [4]. The spectrum peaks at
frequencies of 85 Hz and 125 Hz are too close each other in both position and frequency
distance, so the overlapping makes both frequency peaks merge in a single distributed
peak. The resolution of the CWT is very good at high scale, which means it is very
satisfied at low frequency. Therefore, the CWT will contribute well to detect the sound
source at relatively low frequency or longer distance of frequency peaks of spectrum.

3. The Rotor Dynamics Model

The second case is the application of both methods in a simple rotating machine
consists of an electric motor, two pairs of ball bearing with two thick rotor and shaft
like illustrated in Fig. 4. The right pair has fault wore out bearings, so they have more
clereance or loosness between inner ring, outer ring and the ball. The shaft between
the electrical motor and both pairs of bearing-shaft-rotor are connected by flexible
coupling. Morever, aligning and balancing process are unavailable in this case, so the
unbalance and the misaligment signal may appear in the sound analysis. The micro-
phone moves at very low speed of 0.024 m/s. The timewave of sound signal and
time-frequency spectogram using STFT is shown in Fig. 5, while the time-frequency
wavelet energy spectrum are shown in Fig. 6.
The sound signal in time domain presented in Fig. 5 shows that higher pressure level

of sound generated by wore out pair of bearing part. Most energy is emitted at the
first harmonics rotation frequency about 48 Hz like confirmed by the time-frequency
spectrogram using STFT. It is shown that pairs of bearing-shaft-rotor part generate the
sound at the first harmonic. However the wore out part generates the highest energy
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Figure 5: Time wave of sound signal (left), and time-frequency spectrogram by STFT (right).

Figure 6: The time-frequency spectrogram using CWT in various frequency ranges.

of sound. It is possibly caused by unbalanced and misalignment occurred in both part.
Moreover, the second, the third, fourth, and fifth harmonic are also generated along
the system that is possibly caused by the bearings looseness or clearance. In addition,
some signal at sub-harmonics frequency also observed to be omitted by the electrical
motor.
Fig. 6 shows the time-frequency spectrogram using CWT in various frequency

ranges. At sub harmonics frequency range, it is found that some transient sound
emitted by last wore out bearing around the FTF of bearing frequency. Furthermore,
CWT also shows that the highest energy emitted from wore out part at rotation fre-
quency at 48 Hz, higher than generated by the normal one. In addition, higher energy
also emitted by the last bearing at the second and the third frequency harmonics.
The same problem is found when using CWT at higher frequency. The application of
CWT is difficult to observe the frequency of signal clearly because of the overlap-
ping phenomenon. The overlapping increases significantly by longer time period of
sampling.

4. Conclusion

This paper has presented the application of single moving microphone to predict the
sound source position for machine condition monitoring. It is observed qualitatively
that the time-frequency distribution of sound signal by STFT and CWT are possible to
be used to predict the sound source position. The STFT time-frequency distribution
shows the frequency clearly, although not so clearly for the position of the peak. On
the other hand, the CWT could predict the position of sound at low frequency very
clearly, but in contrast, it failed to shows the exact frequency because of overlapping.
Combination of STFT and CWT could be applied to overcome the both drawbacks in
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machine condition monitoring. Furthermore, the implementation of band pass filter
could be proposed to improve the CWT in higher frequency.
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Abstract
This paper describes the design and implementation of SMS based event mitigation
for Complex Event Processing (CEP) application. The CAISER𝑇𝑀 ’s CEP platform were
used to develop event processing systems which detects and identifies complex
events based on patterns of previous and current lower order events. CAISER𝑇𝑀 then
generates mitigation action for anomalous events and executes them via 3 types
of SMS based notification. An implementation of the SMS based event mitigation
in a CEP based Server Farm Monitoring system is also described in this paper. The
performance of the event mitigation process using SMS is evaluated and described in
this paper.

Keywords: Complex Event Processing, CAISER𝑇𝑀 , Event Mitigation, and SMS

1. Introduction

Nowadays, the integration of smart sensors and actuators in surveillance system is
increasing tremendously. Themassive information from those sensors and devices can
be simple and complex, where it is hard to keep track off [1]. Thus, the Complex Event
Processing (CEP) approach is used in detecting meaningful events effectively. CEP is a
tool for analyzing and processing the sequence of complex events of information [2]
from various of sources and producing fast mitigation action based on specific scenario
to improve the operation, performance, and security [3], [4]. It is a technology that can
identify and solve problems in real time, thus improving the performance of business
process, schedule and control processes, network monitoring, performance prediction,
active monitoring, and intrusion detection [2].
CAISER𝑇𝑀 (Computer Assisted Intelligent Event Processor) [5], a CEP development

tool developed by the Smart Engineering System Research Group (SESRG), can be
used to develop CEP applications to manage and process hundreds of event, alarms,
and notifications in business (purchase, payment, fraudulent transaction), scientific
(Supervisory Control and Data Acquisition, Remote Monitoring), engineering (Build-
ing Management System, Factory Monitoring, Operation Monitoring), and domestic
(home alarm system, community monitoring, elderly monitoring) sector. It can also
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Figure 1: Event Mitigation Via Notification (A0).

automatically generate and execute mitigation action for the anomalous event based
on user settings and rules. CAISER𝑇𝑀 is innovative because it is a component based
on CEP system development tool, which enables the improvement to CEP apps devel-
oped using CAISER𝑇𝑀 via the upgraded adapters itself, without the need to recompile
the application again. CAISER𝑇𝑀 uses probabilistic rule-based system to sift through
incoming raw event from event producers to identify and predict derived events and
based on the user-defined knowledge base, it will generate and execute mitigation
action for the detected events.
One of CAISER𝑇𝑀 ’s main applications is the Early Warning & Notification System

(Sistem Notifikasi & Amaran Awal, SNAA𝑇𝑀), a CEP based network facility monitoring
system developed using CAISER𝑇𝑀 for Perbadanan Putrajaya (PPJ). SNAA𝑇𝑀 has been
successfully used to monitor the network facility (server farm, telecommunication
rooms, network stability) for PPJ that manages Putrajaya (theMalaysian Government’s
administrative capital city) and directly benefitting more than 80,000 inhabitants of
Putrajaya and all Malaysian government agencies and ministries in Putrajaya. The
SNAA𝑇𝑀 has been in operation since 2013 without fail and runs 24 hours per day &
365 days per year. It processes in average 34 million sensor reading and thousands of
events per day.

2. Event Mitigation Process via SMS

One of CAISER𝑇𝑀 ’s event mitigation adapter is the Short Messaging Service (SMS)
notification adapter. There are three types of notification supported by CAISER𝑇𝑀 :

(i) Type 0 (A0): This type of notification is for the purpose of informing the user only.

e.g.:
Server Room. Temperature High

(ii) Type 1 (A1): This type of notification is to instruct the user or the receiver to
execute mitigation action based on the instruction in the message. The receiver
can be a human operator or a machine.

e.g.:
Server Room. Aircond Off. Turn ON the auxiliary aircond unit.
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Figure 2: Event Mitigation Via Notification (A1).

Figure 3: Event Mitigation Via Notification (A2).

(iii) Type 2 (A2): This type of notification instruct the server and receiver to execute
mitigation action and to confirm back to CAISER𝑇𝑀 that the mitigation action was
executed. Verification must be done within the stipulated time given.

e.g.:
ServerRoom.ArcondOff.Turn ON the auxiliary aircond unit within 10 minutes and

Reply AX23 OK
The receiver of A2 must reply AX23 OK to the application server within 10 minutes,

failure of doing so will force the server to initiate second layer event mitigation action.

3. Results and Discussion

A) Performance A0 and A1 (𝑡01)
Figure 4 shows time latency of event notification via SMS. It is found that an average

time for SMS notification received from detected event time is 3.95 minutes. This
including internal processing time for event processing and internal processing time
for transmitting SMS by Telco Provider. The event detection database used to perform
this evaluation consist of more than 370 event detection rule andmore than 400 action
generation rules. We suspect that the high number Cinterion MC35I of rules might have

Measured Data 100

Min (minutes) 3

Max (minutes) 8

Average
(minutes)

3.95

Std.Dev. 0.988571

T˔˕˟˘ 1: SMS Measured Performance.
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Figure 4: Time Latency (𝑡10) for A0 and A1 via SMS.

caused the performance of the system to degrade. We used the as the Global System
for Mobile (GSM) modem to send the SMS from the system.
We observed that the performance of 𝑡01 for A2 is statistically closed to A0 and A1‘s(𝑡01).

The total time can be defined as T𝑎𝑐𝑡𝑖𝑜𝑛= 𝑡01 + 𝑡𝑎 + 𝑡10 , where 𝑡𝑎 is the time taken from
the operator to execute the instruction and 𝑡10 the time taken for the operator‘s confir-
mation message to reach the system. 𝑡𝑎 is highly dependant on the user / receiver’s
time of action execution whereas 𝑡10 was observed to be statistically simillar to 𝑡01.

4. Conclusion

The observed average latency of 3.95minutes is acceptable for non-critcal applications
such as for environment monitoring and building energy management. The design
of the event mitigation action using the multilevel notification ( A0, A1, A2) structure
is unique to CAISER𝑇𝑀 and helps a lot in developing smart systems. In future, the
notification system will be improved further to reduce the latency and we will also
be developing a similar notification topology using telegram the open sourced social
messaging application.
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Abstract
In this study, we performed calculations on the water molecule adsorbed on lithium
montmorillonite using first principles-calculation by means of electronic-structure
calculation, with emphasis on approaches based on Density Functional Theory
(DFT). The mechanism of water molecule adsorption on the surface of lithium-
montmorillonite was investigated from the electronic structure point of view to seek
the possibility of using montmorillonite as humidity sensor. The effects of the Van
der Waals force to the electronic properties of water molecule on the surface of
montmorillonite was also considered and obtained that the structure is more stable
energetically. The interaction of water molecule with surface of montmorillonite
yields the rotation of the hydrogen atoms of water molecule due to the occurrence of
repulsive interaction between two positive ions of hydrogen of water molecule and
lithium. From the calculations, lithium-montmorillonite can be considered as a good
material for humidity sensor application since there is an electrical change observed
even though it is a relatively small that is 0.657 eV.

Keywords: DFT, lithium-montmorillonite, water molecule

1. Introduction

Interest in research associatedwith humidity sensor has been growing rapidly in recent
years for human comfort. Different kinds of materials including polymer [1], composite
[2] and ceramic [3,4] have been applied as humidity sensor. Recently, clay-based
mineral such as Montmorillonite (MMT) has been nominated as a good material for
humidity sensor since it has a high specific surface area and/or excellent adsorptive
capacity [5].
Adsorption of water molecules in the MMT is a great importance for ensuring relia-

bility of MMT as humidity sensor. Fortunately, the water molecules enable easy pen-
etration and separates weakly-bonded layers of MMT. The weakly-bonded layers of
MMT are driven by the isomorphic substitution in layers of MMT, which causes the
negative charges and subsequently weakens the attraction among theMMT layers [6].
Hence, metal exchangeable cation coordination within the negatively charged MMT is
required to neutralize MMT.
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The humidity sensitivity of the sensor is also depending on the cationic mobility of
the exchangeable cation of MMT. It has been reported that Lithium-MMT in an organic
solution has shown good electrical conductivity as compared with other alkali metal
exchangeable cations (Li->Na-> K->Mg-> Ca-> Sr->Ba-MMT) [7]. Therefore, in the
present study, we focused on the Lithium-MMT and its interactionwithwatermolecule.
Themechanism ofwatermolecule adsorption in Lithium-MMTwill be described aswell
as investigation on the structure and electronic properties of water on Lithium-MMT
from the atomic scale point of view to get a better understanding on how MMT can
be useful for the application of humidity sensor.

2. Computational Method

All electronic properties calculations have been performed using the Density Func-
tional Theory (DFT) within Kohn-Sham formula implemented in Vienna Ab initio Sim-
ulation Packages (VASP) [8,9] at an absolute zero temperature. The generalized gra-
dient approximation (GGA) within the Perdew–Burke–Ernzerhof (PBE) functional was
employed for the exchange-correlation energy [10]. The Brillouin zone was sampled
using 5×5×1 Monkhorst-Pack k-point grid and the cut-off energy was 520 eV. The
cut-off energy was chosen based on the high accuracy precision mode applied in the
calculation which is giving the following formulation of cut-off energy:

𝐸𝑐𝑢𝑡−𝑜𝑓𝑓 = 1.3 ∗ 𝐸𝑁𝑀𝐴𝑋 (1)

where ENMAX is the largest pseudopotential file supported in VASP code. Among the
O, Si, H, Al, and Mg, the largest ENMAX belongs to the Oxygen atom with the value of
400 eV.
The total energy difference value was set to 0.01 meV giving considerable savings in

computational cost and considered to provide high accuracy. Hence, the total energies
in this calculation were converged to 0.01meV.
The MMT structure was modelled as one unit cell which consists of 40 atoms and

repeated periodically. The isomorphic substitution was taken into account in the alu-
mina octahedral layers by replacing one of Al atom byMg atom. The Li atomwas placed
on top of the surface of optimized MMT. A water molecule was then added on top of
the optimized Li-MMT. The oxygen atom of a water molecule was initially designed
towards the surface of MMT and then the relaxation optimization was started to be
calculated. Hence, the total numbers of atomwithin a unit cell of the H2O/Li-MMTwere
44 atoms. The Van der Waals force correction was included in this calculation using D2
method of Grimme [11].

3. Results and Discussion

In this calculation we compared both structures of MMT and H2O/Li-MMT. The results
of geometry optimization using the DFT calculation for both MMT and H2O/Li-MMT
structures are depicted in Figure 1. In this present study, we only consider to only one
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(a) (b) 

Figure 1: (a) The optimized structure of MMT viewed as a periodic system (1x2x1). A unit cell of MMT
is defined as the number of 40 atoms within a frame. (b) The optimized structure of a water molecule
adsorbed on Li-MMT viewed as a periodic system (1x2x1). A unit cell of H2O/Li-MMT is defined as the
number of 44 atoms within a frame.

water molecule due to efficient, cost computational reasons, and because we believe
it can covered and provides all our investigations needed.
Figure 1a corresponds to the optimized structure of MMT viewed as a periodic sys-

tem (1x2x1). Despite the fact that Li atom might be trapped in the cavity of alumina
octahedral layer, however, due to hydration environment, the Li atom may locate in
the cavity of silicate tetrahedral layer of MMT. Therefore in this calculation, we initially
located Li atom on top of the MMT surface as shown in Figure 1b. Figure 1b corresponds
to the optimized of H2O/Li-MMT structure viewed as a periodic system (1x2x1). Due to
the fact that the water molecules are able to penetrate and then separate weakly-
bonded layers of MMT, hence in this calculation, a water molecule is also located on

top of the MMT surface. Each slab of MMT is separated by a vacuum at around 10
∘
A

from the MMT surface.
As shown in Fig. 1b, Li atom is facing towards the oxygen atom of a water molecule.

This is positively due to the highest electronegativity possessed by oxygen atom of a
water molecule. The attraction interaction between the Li atom and a water molecule
creates a transfer of charge and a weakly Li-H2O bonding. The response of the Li-MMT
based-sensor to a water molecule is therefore indicated by the change in its electronic
properties of Li-MMT. As it is well known that Li-MMT is an insulator like behavior,
adsorption of a water molecule will eventually change the electronic properties of
Li-MMT either to semiconductor or to metallic behavior or even not to change at all.
Although most commonly known that the Li atom can burn the oxygen atom of a
water molecule causing a fire in the case of Li battery application, the need of material
supported for preventing fire for sensor application should be invented as well.
In our previous calculation, through the density of states analysis, we found that the

H2O/Li-MMT structure is still having an insulator behavior but with the smaller band
gap (change from 4.13 eV to 3.88 eV) [12]. The density of states gives the number of
allowed electron (or hole) to occupy states per volume at a given energy. The band gap
was determined from the conduction and valence bands edge near the Fermi level.
In the case where the Li atom is located at the alumina octahedral layer, the orien-

tation of the OH groups of MMT is changed due to the strong interaction between Li
and H atom of the OH groups [13]. However, in the case where the Li atom is located at
the MMT surface or in the cavity ditrigonal of silica tetrahedral layers, the OH groups
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do not change significantly but still perpendicular with the b-axis of this figure instead.
This is because the Li atom is preferred approaching a water molecule than moving
to the alumina octahedral layer. The water molecule is responsible for the lifted Li
atom from the MMT surface. This is also due to the electronegativity of an Oxygen
atom of a water molecule which is higher than the Li atom, making the Li-O bond is
stronger. Furthermore, the interaction of water molecule with surface of MMT yields
the rotation of the H atoms of water molecule due to the occurrence of repulsive
interaction between two positive ions of H of water molecule and Li.
In this study, we considered the Van der Walls force correction in the calculation to

obtain better results and we found that the band gap of the total density of states is
3.473 eV which is 0.407 eV smaller than calculation without considering the Van der
Waals force correction. The total density of states of H2O/Li-MMT as depicted in Figure
2 is clearly showing that the structure has an insulator behavior. Although humidity
sensor requires the high sensitivity of Li-MMT, meaning that Li-MMT is expected to
be changed from insulator to semiconductor after a water molecule adsorption, we
still consider it as a good material for humidity sensor application since the electrical
change was still observed even though it is a relatively small that is 0.657 eV.
Aside of an electrical property analysis, it is important as well to investigate the

total energy of H2O/Li-MMT to determine reactivity of the water adsorption on Li-
MMT. In this calculation, we found that the total energy is more stable (-313.93 eV)
than calculation without the Van der Waals correction based on reference no. 12 that
is -294.60 eV. The negative value of the total energy corresponds to the spontaneous
reaction between Li and a water molecule. If we compare previous calculation [12], the
Van der Waals correction gives results to the higher reactivity than without applying
such correction. Therefore, for the purpose of humidity sensor application then the Van
der Waals correction is a great deal importance.

4. Summary

In this study, we performed DFT calculations on the water molecule adsorbed on Li-
MMT. The purpose of this study is to determine the possibility whether the Li-MMT can
have a chance as a good material for humidity sensor application. The water molecule
involved in a unit cell of MMT is only one due to efficient, cost computational reasons,
and because we believe it can covered and provides all our investigations needed.
The interaction of a water molecule with surface of MMT yields the rotation of

the Hydrogen atoms of water molecule due to the occurrence of repulsive interaction
between two positive ions of Hydrogen of water molecule and Lithium. In this study,
the change electrical property of Li-MMT was observed through the density of state
analysis. The band gap of 3.473 eV was obtained through the density of states which
is indicating that H2O/Li-MMT is an insulator. A relatively small band gap change was
confirmed that Li-MMT is able to detect a water molecule in a relatively low concen-
tration. Therefore, Li-MMT is expected to be a good material for the humidity sensor
application.
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Figure 2: The total density of states of the H2O/Li-MMT structure. The Fermi energy is set equal to zero.
The wide band gap of 3.473 eV value is observed.
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Abstract
This paper presents an application of satellite remote sensing techniques to detect
and to analyze the spatial changes as well as quantify the shoreline change in Rokan
estuary, Riau Province, Indonesia. Coastal zone of Rokan estuary, a place through
which Rokan River flows into Malacca Strait is dynamically changed because of the
hydrodynamic nature and high sediment transport in downstream of Rokan River. By
integrating modern techniques of remote sensing and GIS (Geographic Information
System), the rates of shoreline change would be easily and quickly determined for a
regional area. Landsat satellite images were used with a combination of histogram
thresholding and band ratio method for shoreline change detection for last 14 years
from 2000 to 2014. The shoreline data then were adjusted for serving as an input
for GIS tool to estimate the erosion and deposition rates. The statistical method
called as LRR (Linear Regression Rate) in DSAS (Digital Shoreline Analysis System)
was used in this study. The results of this study present shoreline changes map of
Rokan estuary for last 14 years. Quantitatively, the shoreline of Rokan estuary is
dynamically changed over a time because accretion rate is very high. The accretion
rates in Halang, Barkey, and Serusai Island within 14 years are 67 m/yr, 53 m/yr,
and 114 m/yr respectively.This occurs because of the hydrodynamic nature and high
sediment transport in downstream of Rokan River.

Keywords: remote sensing, GIS, shoreline change, DSAS

1. Introduction

Coastal zone and its environmental management require the information about shore-
lines and their changes. There are several approaches to calculate the rates of shoreline
change such as numerical models and remote sensing technique. The rapid develop-
ment of remote sensing and GIS technology lead to develop some applications more
powerfull for shoreline change analysis. Besides some traditional computation from
modeling, the integrated remote sensing and GIS also support effective results to
coastal engineers and managers. By integrating modern techniques of remote sensing
and GIS (Geographic Information System), the rates of shoreline change would be
easily and quickly determined for a regional area. By the input data from extracted
shoreline information from satellite image, GIS tool can be used to calculate long-term
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shoreline change rate. This approach is very effective because it would save time,
costs and manpower [1].
This paper presents an application of satellite remote sensing techniques to detect

and to analyze the spatial changes as well as quantify the shoreline change in Rokan
estuary, Riau Province, Indonesia. Coastal zone of Rokan estuary, a place through
which Rokan River flows into Malacca Strait is dynamically changed because of the
hydrodynamic nature and high sediment transport in downstream of Rokan River.
Currently, the use of satellite imagery dataset is very important role in providing data
for analysis and monitoring of coastal areas due to the available data in long time
period. Landsat TM (thematic mapper) and ETM+ (Enhanced Thematic Mapper) with
15 and 30m spatial resolution are satellite imagery dataset that can be used for analysis
and monitoring of shoreline change [2], [3], [4]. Landsat satellite images, such as
Landsat 5 TM, Landsat 7 ETM+ and Landsat 8 OLI (Operational Land Imager) were used
with a combination of histogram thresholding and band ratio method for shoreline
change detection for last 14 years from 2000 to 2014. Image processing applied in this
study included geometric rectification; atmospheric correction; on-screen shoreline
digitizing for tracking the shoreline position of Rokan estuary.
With historical shoreline data input, the erosion and deposition rates can be esti-

mated by ovelaying using GIS tool. The rate of shoreline change can be calculated by
DSAS (Digital Shoreline Analysis System), an extension for ArcGIS. DSAS is a digital
shoreline analysis tool that can be used to compute rate-of-change statistics for a
time series of historical shoreline data which is developed by United States Geological
Survey (USGS) [5]. The statistical methods called as LRR (Linear Regression Rate) in
DSAS was used in this study. The LRR method can be determined by fitting a least
squares regression line to all shoreline points for a particular transects. However, the
LRR method is easy to employ and based on accepted statistical concepts with accept-
able accuracy [6-8].

2. The Nature Condition of Rokan Estuary

The study area is located in Rokan Hilir Regency which is stretched from 1∘14’0” N,
100∘17’0” E to 2∘45’0” N, 101∘21’0” E as shown in Figure 1. Rokan River is one of four
major rivers in Riau Province, Indonesia, which its length is about 400 kilometers. The
river sourced from the Barisan Mountains in the west, and drained northeast-ward
along Rokan Hulu Regency and Rokan Hilir Regency with estuarine located near the
port town of Bagansiapiapi draining thewater toMalacca Strait. The shoreline of Rokan
estuary is dynamically changed over a time because of the hydrodynamic nature and
high sediment transport in downstream of Rokan River. There are several islands that
formed as a result of this process, and from time to time growing. Rahmansyah [9]
investigated the rate of sediment transport in around Rokan estuary, and reported
that the supply of suspended solids entering through either sequentially streamflow
into the ebb tide and at low tide to high tide for Rokan estuary are 329,079.770 gr/sec
and 297,900.580 gr/sec respectively.
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Figure 1: The Study Area.

Aquisition date Satelit Sensor Resolution

10/04/2000 Landsat 5 TM 30 m

29/08/2002 Landsat 7 TM 30 m

03/08/2004 Landsat 7 ETM+ 15 m, 30 m

11/11/2007 Landsat 7 ETM+ 15 m, 30 m

17/06/2009 Landsat 7 ETM+ 15 m, 30 m

22/05/2011 Landsat 7 ETM+ 15 m, 30 m

23/03/2014 Landsat 8 OLI 15 m, 30 m

T˔˕˟˘ 1: List of Landsat scenes used for Rokan estuary study

3. Methodology

3.1. Data

Satellite data used in this study consisted of 7 years of data records, such as Landsat
TM 2000, Landsat TM 2002, Landsat ETM+ 2004, Landsat ETM + 2007, Landsat ETM +
2009, Landsat ETM + 2011, and Landsat-8 OLI / TIRS 2014. Landsat TM has a resolution
of 30 m, while the Landsat ETM+ and Landsat-8 OLI band 8 have a resolution of 15
m. Path and Row position is on the Path 127 and Row 29 or UTM 40N. Specifications
of those satellite data are presented in Table 1. Selection of the data was based on
availability and quality of the satellite data

3.2. Remote Sensing

Analysis and interpretation of Landsat data consists of cropping the image, image
enhancement, geometric correction, digitization, and overlapping. Cropping the image
was made to take the focus area of research to save storage in a computer mem-
ory. Image enhancement was the combination of bands needed to make clearer the
boundary between land and water that will ease the process of digitization coastline.
For Landsat TM and ETM+, the combination of histogram threshold and band ratio
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Figure 2: The method of LRR calculation (Source: Thieler, 2009).

techniques is proposed by using band 2, 4, and 5 to separate water and land directly
[3]. Other approach is to use single band thresholds such as band 5 or band 7 of
Landsat TM and ETM+ to extract water-land interface because they are useful in clear
water conditions [10]. The Landsat image data were obtained in GeoTiff format which
have been corrected so that the geometric correction was omitted. After classification,
raster images would be converted to vector images. The final step is to export into
shapefile format for processing in GIS tool.

3.3. GIS

Statistical analysis based on GIS was performed to determine the level of shoreline
change or the rate of coastal erosion. This was done by using the software DSAS
(Digital Shoreline Analysis System), an extension for ArcGIS. Shoreline analysis using
DSAS consists of three main stages, such as : to set up baseline parallel to the shoreline
as the reference line, to choose parameter for transects perpendicular to the baseline
that divides coastline in sections, and to calcule the rate of change each section. Linear
Regression Rates (LRR) method, a statistical method is chosen to present the compu-
tational results. The LRR can be determined by fitting a least squares regression line to
all shoreline points for a particular transect as shown in Figure 2 [5]. The regression line
is placed so that the sum of the squared residuals (determined by squaring the offset
distance of each data point from the regression line and adding the squared residuals
together) is minimized.
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Figure 3: Shoreline extracted from Landsat-7 2002 with composite band 542.

Figure 4: Shoreline extracted from Landsat 2000 ∼ 2014.

4. Result and Discussion

4.1. Extracting Shoreline

The image processing, such as cropping, enhancement, and correctionwere applied for
7 years of Landsat data records. Fig. 3 shows an example result of the image process-
ing for Landsat-7 2002. By using combination of bands 542, the boundary between
land and water become clearer that make easier to digitize the shoreline. By image
processing and digitizing, the historical shorelines data of Rokan estuary for the last 14
years can be extracted from Landsat. The extracted shoreline data are shown in Fig. 4.
From the extracted shoreline data, the historical of shoreline change can be analyzed
by overlaying process. Identification of coastal abrasion and coastal accretion during 14
years, from 2000 to 2014 can be carried out by overlaying the oldest and the newest
shorelines, and the result is shown in Fig. 5.
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Figure 5: Abrasion and accretion area of Rokan estuary during 2000 ∼ 2014.

As shown in Fig.5, accretion phenomena are very high in Rokan estuary which are
dominanly occur in North area. On the other hand, abrasion phenomena are very low.
This occurs because the sediment transport in Rokan river is very high which is about
297,900 gr/sec to 329,079 gr/sec [9]. There are three islands in downstream area
namely Halang, Barkey, and Serusai Island which the accretion rate is very high, and
an island in upstream area, Pedamaran Island which the accretion rate is relatively low.
Over all, the abrasion rate in Rokan estuary is relatively low, and the accretion rate is
very high as shown in Fig. 6. Historically, accretion occurrence from 2000 to 2007 was
not too high, but starting from 2007, the accretion rate was gradually increased. The
maximum accretion rate occurred during last 3 years from 2011 to 2014. Those phe-
nomena occur probably caused by the activity or land use change in Rokan watershed
that is need to be studied further. However, the abrasion rate in Rokan estuary was
very small from 2000 to 2011. It was little bit increased from 2011 to 2014.

4.2. Shoreline Change Analysis

Multiple shoreline positions along with fictitious baseline are the basic requirement for
analyzing the shoreline. Long-term rates of change were calculated for entire study
areas at each transect for 14 years i.e. 2000 to 2014 using LRR method considering
7 datasets. The study area was divided into five zones for handling the data and
visualization of the results at appropriate level. Fig. 7 shows an example result of the
shoreline change analysis for Zone-2 which is located in Pedamaran Island. There are
157 transects established in this zonewith 250meter interval. The figure shows the rate
of shoreline change in each transect number. It can be seen that the positive and neg-
ative rates of change show the beach accretion and beach abrasion correspondingly.
As a result, abrasion occurs in Area-1 and accretion in Area-2, Area-3, and Area-4. The
average rate of shoreline change within 14 years from 2000 to 2014 in Area-1, Area-2,
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Figure 6: Rate of abrasion and acresion of Rokan estuary during 2000 ∼ 2014.

Figure 7: Shoreline change rate of Pedamaran Island (Zone-2), Rokan estuary during 2000 ∼ 2014.

Area-3, and Area-4 are -44 m/yr, 13 m/yr, 10 m/yr, and 28 m/yr respectively. These
phenomena indicate that Pedamaran Island is dynamically changed within this period.
The upstream area of river flow tends to occur abrasion, while the downstream area
occur accretion.
The shoreline change phenomena in Pendamaran Island also occur in the three other

islands, namely Halang, Barkey, and Serusai Island. The shoreline change phenomena
in Halang, Barkey, and Serusai Island, which are located in downstream area little bit
different with that of in Pedamaran Island. As shown in Fig. 8, the rate of shoreline
change in downstream islands is higher than that of in upstream island. The rate of
accretion in downstream islands is very high, such as 67 m/yr, 53 m/yr, and 114 m/yr
for Halang, Barkey, and Serusai Island respectively. However, the rate of abrasion is
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Figure 8: Shoreline change rate each lcation in Rokan estuary during 2000 ∼ 2014.

very small. These phenomena make those three downstream islands become wider
over a time.

5. Conclusion

The integration between remote sensing and GIS technology is very useful because
it can be used to overview the long-term shoreline changes in the concerned area
quickly. The paper showed that Rokan estuary shoreline could be determined rapidly
by the improved band ratio. The shoreline change rates could be calculated by statis-
tical method which was built in the extension of GIS tool. Quantitatively, the shoreline
of Rokan estuary is dynamically changed over a time because accretion rate is very
high. The accretion rate in Halang, Barkey, and Serusai Island within 14 years from
2000 to 2014 is 67 m/yr, 53 m/yr, and 114 m/yr respectively.This occurs because of the
hydrodynamic nature and high sediment transport in downstream of Rokan River.
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Abstract
This paper presents a new model-based approach to detect and compensate errors of
positive temperature coefficient (PTC) sensors used for airflow measurement. From
modeling and simulation, it can be shown that the thermal resistance of the sensor at
self-heating mode was influenced by air flow magnitude. The sensor of type EPCOS-
AG B59010 in a steel case, length 20 mm, diameter 2 mm was characterised over the
flow rate range between 0 and 6 m/s and modeled to determine coupling thermal
resistance interaction R𝑡ℎ between the medium surrounding and sensor’s structure.
Soiling caused by dust transported with the air on the sensor surface changing in the
thermal resistance has observed and simulated in an experiment using a cylindrical
sheath of PTFE – Polytetrafluorethylen with known heat conductivity 𝜆𝑆 = 0.24 W/Km
and diameter D. Parameters of model were then calibrated by evaluating current-
voltage I(U)-characteristic at air velocity of v = 0m/s, and recalibration is then also
used to correct the model parameters for v ≠ 0m/s. Result shows the soiling has
exceeded critical thickness at D/d = 9 wherein the thermal resistance tends to be
constant meaning cleaning sensor surface or replacing are needed.

Keywords: airflow measurement, PTC sensor, thermal resistance, soiling, simulation

1. Introduction

There is a variety of airflow sensors on the market which meet specific application
especially for commercial and private purpose [1]. The ceramic PTC thermistor is con-
sidered as an ideal sensor for monitoring the airflow and has several advantages such
as simple structure and rugged. For long-time application, the sensor has disadvan-
tages due to their longterm stability and soiling on its surface, so that it has to be
recalibrated.
Positive temperature coefficient (PTC) thermistor sensors are constructed from sin-

tered metal oxide ceramic and its electrical resistance change with temperature. They
are sensitive but highly non linear. Their sensitivity, reliability, ruggedness and ease
in use, have made them popular for research applications but less commonly used for
industrial applications. Furthermore, the raw signal from the thermistor is extremely
non-linier [2].
This paper presents a new approach model-based method of automatic self-control

of PTC airflow sensors using thermal resistance measurement. The parameters of the
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Figure 1: Schematic diagram of the airflow measurement system.

model were also determined from the sensor’s current-voltage curve
(I-U-characteristics) at certain defined states, and are used to correct the measured
data. With this self-calibration procedure, failure due to soiling on sensor’s surface
can be detected and effectively compensated to enhance the reliability and accuracy
measurement especially in hostile environments.

2. Materials and Methods

2.1. Design and Construction of The Experiments

Airflow measurement experiments were carried out in an experimental setup for cal-
ibration consisting of a wind tunnel with an air reflector and a blower, a calibration
circuit, an anemometer calibrator and a personal computer for data acquisition as
shown schematically in Fig. 1. The tunnel was constructed using a PVC pipe (∅ 10
cm; length 150 cm). For appropriate measurement of airflow, a blower with a 12V𝐷𝐶
operating voltage was used for generating a homogeneous and constant air current in
wind tunnel. The velocity of the air entering the wind tunnel was varied by changing
the operating voltage, from 0m/s to amaximum speed. A stand of a scale and a holder
were provided on the table with an additional anemometer to allow observation of the
airflow profile in two dimensions over the entire tube cross section. An anemometer
of the Electronic Wind Speed Indicator was used to measure the airflow independently
of the incident flow direction.
The PTC sensor was attached at the front of the wind tunnel for characterization.

Due to the heat dissipation of the blower motor, the ambient temperature T𝑀 of the
measured airflow in the tunnel increased and resulted in the shift of the sensor’s I(U)
curve. This ambient temperature was measured with a metal-housed temperature
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sensor PT100 and subsequently used for modeling of the I(U)-curve in order to obtain
the parameters of the sensor and the parameters related to air velocity. A computer
equipped with an Analog to Digital Card (ADC) type Velleman drived by a program
PC Lab-2000 has been used for data acquisition of the air velocity, whereas curve
modeling and graphic processing has been done using the program MathCad, Sigma
Plot and Table Curve.

2.2. Heat Transfer and Airflow Measurement

The airflow was measured using the PTC Top of Form
Sensor type EPCOS-AG (Cat. Nr. B59010), enclosed in the stainless steel housing

and suitable particularly well for airflow monitoring. In self heating mode, the sensor
is heated and responds to a change in external cooling conditions due to airflow by
changing its power consumption [3, 4]. The electrical power input is equal to the power
lost to convective heat transfer,

𝐼2(𝑅𝑇0 ⋅ 𝑒
𝐵(

𝑇𝑆−𝑇𝐶
𝑇𝑆 ) + 𝑅0) = 1

𝑅𝑡ℎ
(𝑇𝑆 − 𝑇𝑀) ⋅ (1)

where I is the input current, T𝑆 and T𝑀 the temperatures of the sensor and fluid
respectively and R𝑡ℎ the thermal resistance that indicates the heat coupling between
sensor and its surrounding medium. Parameters R𝑇0 denote sensor resistance at the
specified temperature T0, R0 initial resistance, B proportional to the activation energy
and T𝐶 the Curie temperature. Such parameters show the behaviour of the sensor
during operation. According to [5], thermal resistance R𝑡ℎ as a function of fluid velocity
vwas determined by means of the following equation,

𝑅𝑡ℎ = (𝑎 + 𝑏.𝑣𝑐)−1 (2)

where a, b, and c are coefficients R𝑡ℎ obtained from calibration (c ∼ 0.5). Combining
Eq. 1 and Eq. 2 allows us to eliminate the thermal resistance and solving for the fluid
velocity,

𝑣 = {[(𝐼
2 ⋅ 𝑅𝑇0 ⋅ 𝑒𝐵

𝑇−𝑇𝐶
𝑇 + 𝑅0) (𝑇𝑆 − 𝑇𝑀)−1 − 𝑎] /𝑏}

1/𝑐 (3)

Using the formal Steinhart-Hart equation [6] for the temperature dependence of the
electrical resistance with three parameters, the air velocity then can be measured with
a relative error < 3 %.

2.3. Sensor Calibration

In Fig. 2, a simple electrical circuit for calibration the I(U) characteristic of PTC sensor
in the self-heating mode is shown. The sensor was calibrated in still air (𝜈 = 0 m/s)
and in at a different air flow (𝜈 ≠ 0 m/s). To obtain the thermal resistance and sensor
parameters, the I(U) characteristic was modeled after Eq. 1.
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(a) (b) 

Figure 2: Simple circuit for characterisastion of PTC sensor (a) and sensor B59010 in (b).

Heat conductivity (𝜆𝑆) 0,24 W/Km

Density (𝜌) 2,15 g cm−3

Specific heat (c) 1,01 kJ kg−1 K−1

Temperature max. (𝜗) 260 ∘C

Diameters of PTC (d) 2 mm

Diameters of sheath (D) 3 … 8 mm

T˔˕˟˘ 1: Characteristic of the cylindrical sheath with L = 22 mm.

The sensor output data can then be kept within the specification through continuous
re-calibration, a necessary maintenance will be signaled only if the deviation from the
reference exceeds a threshold.

2.4. Simulation of Soiled Sensor

For long-time applications the airflow sensor is successively soiled by dust transported
with the air, thus changing the heat transfer to medium. Soiling increases the diameter
of the sensor from the initial value d to D. The changing of the thermal resistance is
observed using a cylindrical sheath with known heat conductivity 𝜆𝑆 and diameter D,
as shown in Fig. 3 and Table 1. For the measurements, a Teflon (PTFE – Polytetrafluo-
rethylen) sheath was used with following physical characteristics:
An increasing in the diameter of cylindrical sheath changes the overall thermal

resistance R𝑡ℎ,𝑜𝑣𝑒𝑟𝑎𝑙𝑙. As a result, the function of fluid velocity 𝜈 according to King’s law
has been extended in order to fit more data set for obtaining better results as follows
[7]:

𝑅𝑡ℎ,𝑜𝑣𝑒𝑟𝑎𝑙𝑙 = 𝑅𝑊,𝑆 +
1

2𝜋𝐿𝜆 ⋅ ln (
𝐷
𝑑 )+

1

(𝑎0 [1+𝑎1 ⋅ (𝐷𝑑 )
0.5
]
2
− 𝑏0√(𝐷𝑑 ) ⋅ 𝜈 + 𝑏1 ⋅ (𝐷𝑑 )

1.6 𝜈1.6)
(4)

In Eq. 4, the thermal resistance R𝑡ℎ,𝑆describes the heat transfer of the thermal source
(sensor material) to the surface of the sensor, and it is exemplar specific and tempo-
rally constant. The second term in Eq. 4 describes the thermal resistance through heat
conduction of the sensor soiling and the third term depicts extended King’s law.
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Figure 3: Simulation of soiled sensor of EPCOS-AG B59010 with a cylindrical teflon sheath.

 
 

(a) (b) 

Figure 4: The I(U)-characteristic of the sensor at various air velocities and modeled area (a) and the
thermal resistances decrease against the increasing of velocities in (b).

3. Results and Discussion

3.1. Modeling of the I(U)-Curve

The current-voltage curve (I-U) of the observed sensor at various velocities obtained
in the present work ranged from 0 to 6.0 m/s, see Fig. 4. There was a current shift
toward higher levelswith the increase of the velocities due tomore heat transfer to the
environment. It led the sensor to compensate in order to retain the equilibrium state.
This is caused by a better thermal conductivity flowing - than in still air. The changing
in the current shifts the voltage-current characteristic of the sensor (I-U curve) and
results in the changing of the heat transfer, thus its thermal resistance.
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Figure 5: Variation of thermal resistance at different diameter ratio (D/d), measured at constant
temperature of 30∘C.

The thermal resistance and the sensor parameters were obtained from the mod-
eling of the I(U)-curve at a given range according and the results showed that the
thermal resistances in still air (R𝑡ℎ = 350K/W at v = 0 m/s) and at various air velocities
(R𝑡ℎ = 126.7K/W at v ≠ 0 m/s) are differed clearly from one another, or decreased
around 63% at v = 6 m/s, while the sensor parameters R𝑇0 = 32.67Ω, R0 = 4.99 10−7Ω,
B = 73,88 and T𝐶 = 378.53K are remain constant since there were no recrystallization
of the sensor material.

3.1.1.

3.2. Self-Calibration of the Sensor Parameter

The “effective” diameter D of the soiled sensor is time-dependent. According to Eq. 5,
a larger D has influence on the thermal resistance and also on the sensitivity of R𝑡ℎ.
Fig. 5 represents the simulation of thermal resistance for v = 0 m/s as a function of the
diameter ratio, D/d after Eq. 4.
In Fig. 5, the thermal resistance of was simulated at various diameter coating. At the

beginning of the soiling, the thermal resistance in air was very large, since air has a
low thermal conductivity. Thereby the total resistance is determined by the boundary
of layer-resistance. With increasing sheath diameter, the thermal resistance decreases
as teflon sheat has a better thermal conductivity than air. In Fig. 5, it appears that for
𝜆 = 0.24 W/mK the thermal resistance after (D/d) ≈ 9 is no longer decrease and tends
to remain constant. In this case, the soiling has exceeded critical thickness and the PTC
thermistor sensor must be cleaned or changed.
From the known type-specific thermal parameters such as a𝑖 and b𝑗 in Eq. 4, the

exemplary-specific electrical parameters R𝑇0,R0,B, T𝐶 and R𝑡ℎ are estimated from the
sensor with known D prior to the first use. The “effective” diameter D is calculated
with an assumed value of 𝜆 (the influence of 𝜆 is small and all relevant soiling matters
have very similar thermal conductivity values.)
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4. Conclusion

In this work, a model-based method of self-control of PTC air-velocity sensors has
been presented to determine sensor parameter and thermal resistance used for airflow
detection. The sensor’s I(U)-characteristics is corrected at certain defined states, i.e.
when 𝜈 = 0 m/s, and used to correct the measured data, also when 𝜈 ≠ 0 m/s. With
this self-calibration procedure, errors like contamination of the sensor surface by dust,
ohmic bridges, shortcuts and ageing of the electrical parameters, are detected and
effectively compensated, without the need to take several additional measurements.
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Abstract
Label-free monitoring of living cells is used in various applications such as drug
development, toxicology, regenerative medicine or environmental monitoring. The
most prominent methods for monitoring the extracellular acidification, oxygen
consumption, electrophysiological activity and morphological changes of living cells
are described. Furthermore, the intelligent mobile lab (IMOLA) – a computer controlled
system integrating cell monitoring and automated cell cultivation – is described as an
example of a cell-based system for microphysiometry. Results from experiments in
the field of environmental monitoring using algae are presented. An outlook toward
the development of an organ-on-chip technology is given.

Keywords: microphysiology, cell-based assay, microsensors, environmental
monitoring, toxicology, drug development

1. Introduction

To allow the continuous and therefore dynamic monitoring of the vitality of living cells,
the method of investigation must not interact with the living probe. Therefore, labels
or markers which bind to receptors (e.g. the G-protein coupled receptor (GPCR)) are
prohibited. Beside methods based on optical analysis [1] a variety of mainly electro-
chemical methods are available. Those methods address e.g. the extrusion of H3O+,
cellular consumption of dissolved oxygen, electrophysiological activity and changes in
the dielectricity of whole cells or the transmembrane flux of ions. Extrusion of H3O+

(extracellular acidification) are addressed by light addressable potentiometric sensors
(LAPS) [2], ion sensitive field effect transistors (ISFETs) [2,3] or with metal-oxide based
sensors [4]. The main principle to measure dissolved oxygen consumption (cellular
respiration) is amperometry [5,6]. Electrophysiological activity or action potentials can
bemeasuredwithmicro-electrode arrays (MEAs) [2] while changes in dielectricity (e.g.
beating of cardiomyocytes) or the transmembrane flux of ions (e.g. lysis of the cellular
membrane) are addressed with impedance measurement [7,8] .
The Cytosensor Microphysiometer is a monitoring system based on the LAPS [9]. It

gained acceptance for eye irritation assessment in 2009 [10]. The Bionas DiscoveryTM
2500 system [11] incorporates ISFETs, amperometric microsensors and impedance
structures – manufactured in silicon technology - for live cell monitoring. Different
commercial systems for electrophysiological monitoring with MEAs are available
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Figure 1: Principle of the CVFET. The gate electrode of a conventional ISFET is surrounded with a noble
metal electrode where a cyclic potential is applied.

from Multichannel Systems MCS GmbH (Reutlingen, Germany) or Neuroproof GmbH
(Rostock, Germany). Various systems for impedance monitoring were described by
Schwarzenberger et al. [8]. A system which combines impedance measurement
with opto-analytical methods is the intelligent microplate reader (IMR) from HP
Medizintechnik GmbH (Oberschleißheim, Germany) [12].

2. Materials and Methods

The principle of the ISFET was extended toward the monitoring of dissolved oxygen
[13] and further developed toward a cyclic voltammetry field effect transistor (CVFET)
[14]. Figure 1 shows the principle of the CVFET. The pH-sensitive gate electrode of
the ISFET is surrounded by a noble metal electrode (NME) where cyclic voltammetry
vs. an external silver/silver-chloride reference electrode is performed. Whenever an
electrochemical reaction at the NME provokes production of H3O+ or OH- the so-caused
change in pH is also detected at the ISFET. That allows a more detailed interpretation
of the electrochemical process [14].
The 6xIMOLA-IVD (Figure 2) is a turn-key ready system for automated label-free

analysis of living cells [15]. The system is mounted in an incubator to allow monitoring
at 37∘C. It incorporates BioChips for simultaneous monitoring of extracellular acidifi-
cation, cellular respiration and changes in cellular morphology. To enable automated
analysis with defined standard operating procedures (SOPs) a fluidic system including
switch valves, a computer controlled peristaltic pump and a software application for
control and data acquisition is integrated. To be able to perform replicates, positive,
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Figure 2: 6xIMOLA-IVD system. Six stationswith BioChips are each extendedwith fluidicmodules to switch
between 4 different media flasks (24 channels). The measurement is arranged in an incubator to keep
the living cells at 37∘C. A computer takes care of the control and data acquisition.

negative and a blank control six parallel modules are set up. Since each module can be
programmed to switch between four media flasks, 24 channels are possible.

3. Results

The capability of the 6xIMOLA-IVD for applications in fields as toxicology, cancer
research or environmental monitoring was shown [15]. Figure 3 shows an exam-
ple where the photosysnthetic activity of algae is inhibited during the presence of
the xenobiotic Metamitron [16]. Recent experiments were performed on the algae
chlorella kessleri with samples from Indonesian palm oil [17]. First results where the
photosynthetic activity of the algae under the influence of samples from palm oil was
monitored indicate that the algae increase their metabolism due to the availability of
palm oil.

4. Discussion

Various types of microsensors are available for label-free monitoring of parameters of
living cells. Integration of those sensors into a computer controlled monitoring system
including a fluidic system allows long-term investigation of living cells and their inter-
action with changes in their microenvironment. Applications in the field of toxicology
with cells in monolayer were performed by different groups. Results from the field
of environmental monitoring using cells in suspension were presented. New develop-
ments are heading toward the investigation of 3D cell structures to allow the modeling
of organ functions with label-free cell based assays [18].
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Figure 3: Photosynthethic activity of the algae chlorella kesleri. The photosynthetic activity is inhibited
during the presence of Metamitron.
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Abstract The aims of this study were to prepare and characterize environment-
friendly calcium oxide (CaO)heterogeneous catalysts from blood cockle
(Anadaragranosa) shells and utilizefor the synthesis of biodiesel. In this study,
biodiesel was produced by transesterification reaction of waste frying oil with
methanol using the CaO catalyst. The catalysts were prepared by crushing and
calcining of Anadara granosa shellsat 800𝑜C and 900𝑜C for 10 hours.The resulting
CaO catalyst were characterized using X-ray diffraction (XRD), thermogravimetric
analysis (TGA), X-ray flourescense spectrometry (XRF), and Fourier transform infrared
spectroscopy (FTIR). XRD patterns of calcined catalyst showed intense peaks of
calcium oxide (2𝜃 = 32.24𝑜,37.38𝑜 and64.16𝑜), and it was consistent with XRF results
(>99% of CaO found) that revealed calcium was the major element present in the
Anadara granosa shells. The maximum yield of biodiesel produced was 82.25% under
reaction conditions of catalyst loading of 3 wt.%, methanol to oil ratio of 15:1, reaction
time of 3 h, temperature of 60𝑜C and using a catalyst calcined at 900𝑜C.

Keywords: Biodiesel, CaO, Heterogeneous catalyst, Anadaragranosashell, Waste
frying oil

1. Introduction

Population growth and industrial development has resulted in increased demand for
energy. Fossil fuels tend to be environmentally not friendly, and therefore required
the development of alternative renewable energy sources that are environmentally
friendly and provide a solution to the increasing demand for these fuels. One of the
alternatives that can be developed at this time to address these problems is the pro-
duction of biodiesel from natural sources. Biodiesel,alsoknown as fatty acid methyl
ester,is regarded as the best substitute for conventional petro-based diesel fuel since
it is nontoxic, biodegradable and renewable [1].
Biodiesel is usually obtained from the transesterification reaction between the oil

with methanol in an alkaline or acid catalyst [2]. But the production value is higher than
the value derived from the production of petroleum-based fuels. To lower the price
and make biodiesel competitive with petroleum, then the selection of basic materials
and catalysts which are cheaper to manufacture biodiesel needs into account. The
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commonly catalyst used for the transesterifcation reaction is alkaline catalysts such
as KOH and NaOH. Heterogeneous catalyst which has the form of a solid has some
advantages: easily separated from the mixture by filtration, do not require a lot of
water in the filtration process and can be recycled and reusable [3,4].
Among the heterogeneous catalysts that have been used for the manufacture of

biodiesel, calcium oxide (CaO) is an oxide of a strong base which has high catalytic
activity.CaO as a base catalyst hasmany advantages, for example, the low temperature
and short time of reaction conditions, as well as the low cost of the catalyst [5]. In
addition, the use of CaO catalyst for biodiesel synthesis besides not toxic, the potential
for the formation of soap is also very small compared to using base catalyst, i.eNaOH
or KOH [6]. CaO is commercially available with high price, and that the research to
obtain CaO with low cost from renewable feedstock is interesting topic until this time.
The potential raw material for this purpose is shells from several mollusk and eggshell
[7]. Blood cockle (anadaragranosa) shells have a good potential to be used as CaO
heterogeneous catalysts in the manufacture of biodiesel because it contains calcium
carbonate (CaCO3) that will decompose to CaO at high temperature and its abundance
of waste that has not been widely utilized. Moreover, utilization of anadaragranosa
shells for biodiesel synthesis is expected to reduce the production price and that it will
raise the economic value.
Synthesis and characterization of biodiesel using heterogeneous catalysts from

blood cockle shells have been studied elsewhere [8]. The different temperature and
time of calcination catalyst will result in different catalyst properties and activities to
biodiesel conversion.The aim of this study was to synthesize and characterize catalyst
derived from blood cockle shells (anadaragranosa). The catalyst was tested on the
transesterification of waste cooking oil (WCO) to producebiodiesel with the variation
parameters of time and temperature reactionin order to obtain the maximum biodiesel
production.

2. Materials and Methods

2.1. Materials

Blood cockle shells and WCO samples were collected from households and cafetaria.
The chemicals used in this study were methanol (99.8% purity, Sigma Aldrich), potas-
sium hydroxide (KOH) solution prepared to 0.1 N using KOH pellets (99.99% purity,
Sigma Aldrich), iso-propanol (99% purity, Merck), phenolphthalein indicator, potas-
sium hydrogen pthalat and distilled water. All the chemicals and reagents were of
analytical grade.

2.2. Preparation of CaO catalysts

CaO used in this study comes from the shells waste of blood cockle (anadaragranosa).
Blood cockle shells were cleaned using water to remove dirt and sand that remains.
Then, the shells was washed using distilled water until clean. Shells was coarsely
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grounded using a mortar pestle, dried in an oven at a temperature of 110 𝑜C overnight
and calcined10 hours at temperature of 800𝑜C and 900 ∘C. After calcination, the shells
were finely crushed and sifted using a sieve that passes the 200 mesh and stored in a
desiccator.

2.3. Catalyst characterization

The properties catalyst derived from anadaragranosa shell were characterized includ-
ing: analysis thermal using Thermal gravimetric and Differencial thermal analysis
(TG/DTA), crystalline structure using X-ray diffraction (XRD),composition using X-ray
flourescence (XRF) and functional group using Fourier transform infrared spectroscopy
(FTIR).

2.4. Synthesis biodiesel

The transesterification reactions of WCO using catalyst derived from Anadaragranosa
shell was performed in a three-necked batch reactor 500 ml equipped with a ther-
mometer and a reflux condenser. A total of 100 g of the WCO sample was heated
above the boiling point of water (temperature 105∘C) for 30minutes, then the oil cooled
to a temperature of 50∘C. On a separate place a mixture catalyst and methanol was
refluxed for 1 hour. Samples of WCO (50∘C) was then added to the mixture of catalyst
andmethanol and stirred for 3 h at a temperature of 60∘C. After the reaction completed,
the flask was dipped into cold water, and then the mixture was put into a separating
funnel and allow to stand at room temperature overnight so that it will form two layers.
The next day, the glycerol was removed from the separating funnel. Crude biodiesel
was formed, collected and washed with warm water. Yield of biodiesel was calculated
according to equation below:

𝑌𝑖𝑒𝑙𝑑 (%) = 𝑊𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝐵𝑖𝑜𝑑𝑖𝑒𝑠𝑒𝑙 𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑
𝑊𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑊𝐶𝑂 𝑢𝑠𝑒𝑑 𝑥 100 (1)

3. Results and Discussion

3.1. Catalyst characterization

Thermogravimetry is a technique to measure the change in weight of a compound as
a function of temperature or time. Fig. 1 shows TGA of the decomposition of CaCO3
derived from anadaragranosa shell at atmospheric pressure 1 atm. The decomposi-
tion is started at a temperature of ∼600𝑜C and completed before 800𝑜C. When CaCO3
decomposed into CaO and CO2, the weight of shell reduced to ∼58%. Furthermore,
the decomposition reaction is endothermic that on reaction it required heat or calorie
which is shown in reducing curve of DTA in line with CaCO3 decomposition. Empikul,
et al. [6] characterized solid oxide catalysts derived from the industrial waste shells of
egg, golden apple snail, and meretrixvenus using TGA and SDTA. They also found high
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Figure 1: TG/DTA curves of AnadaraGranosa.

temperature range is required to transform CaCO3 to CaO (above 700 𝑜C). Nakatani
et al. [9] reported that the transformation of oyster shell composed of CaCO3 to CaO
required the combustion temperature at 700 𝑜C or above. From TGA curve (Fig. 1) it
can be noted that the decompotion raw material (anadaragranosa shell) should be
completed on calcination at 800𝑜C for 10 h, however, from XRD there was still CaCO3
peaks appeared (Fig. 2).
The result of XRD analysis of CaO catalyst derived from Anadaragranosa shell cal-

cinated at 800∘C and 900𝑜C for 10 h was presented in Fig.2. It is seen from the figure
that CaO was formed on calcination at 800𝑜C and 900𝑜C for 10 h. This is indicated
by presence of diffraction peaks 2𝜃 at 32.24𝑜, 37.39𝑜, 53.88𝑜, 64.18𝑜, 67.40𝑜, 79.66𝑜

and 88.50𝑜. The CaO diffraction pattern is in accordance with the standards of JCPDS.
Catalyst calcining at 800𝑜C for 10 h contained mineral of Calcite (CaCO3)at 2𝜃 of 29.35𝑜
and 47.12𝑜 (Fig. 2a). This shows that the decomposition of CaCO3 to CaO on calcination of
anadaragranosa shell at 800𝑜C for 10 h still not completed. This is because cockle shell
type of Anadaragranosa has a very hard shell layer so it is difficult to decompose at a
temperature of 800𝑜C. On the other hand, some peaks of Ca(OH)2 were also appeared
at 2𝜃 of 17.87𝑜, 28.55𝑜, 34.18𝑜, 47.51𝑜 and 50.71𝑜. The formation of Ca(OH)2 is due to the
reaction between CaO with H2O in the air. The XRD analysis of anadaragranosa shell
calcined at 800𝑜C and 900𝑜C for 3 h has been reported [8]. The XRD pattern of catalyst
derived from the shell calcined 800𝑜C for 3 h still showed more CaCO3 peaks compared
to the XRD result of this study. Moreover, the intensity Ca(OH)2 peak from the shell
calcined 900𝑜C for 3 h is much higher than that in this study.
The FTIR spectra of CaO catalyst derived from Anadaragranosa shell calcined 10 h

at 800𝑜C and 900𝑜C were shown in Fig. 3. The FTIR spectra of raw and decomposed
sample were obtained using KBr method at room temperature and the spectra were
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Figure 2: XRD pattern of Anadaragranosa shell shellcalcined 10 h (a).800𝑜C and (b). 900𝑜C.

Calcination
temperature

Composition, weight fraction (wt.%)

CaO K2O SrO Cl2O Fe2O3 MnO SO3 SnO2

800𝑜C 99.14 0.29 0.25 0.13 0.02 0.02 0.12 -

900𝑜C 99.09 0.37 0.28 0.12 0.03 0.03 - 0.02

T˔˕˟˘ 1: XRF analysis of AnadaraGranosashell calcined 10 h at 800𝑜C and 900𝑜C.

recorded at 400-4000 cm−1. The raw material (uncalcined) shell showed spectral FTIR
bands corresponded to CaCO3. The broad transmission band at approximately 3379
cm−1 can be attributed to OH stretching vibration fromwater. Sharp peaks at 2517, 1735,
1461 and 861 cm−1 were characteristic peaks of C-O stretching and bending modes of
CaCO3. Similar peaks also observed by Margaretha et al. [3] using Pomacea sp. shell as
catalyst. Besides, the characteristic absorption of C=O between 2000 and 1500 cm−1

indicates the presence of calcium carbonate over the catalysts. On calcining the raw
material to 800𝑜C and 900𝑜C for 10h all those bands disappeared. The broad band at
∼1621 cm−1 and sharp band at 3641 cm−1 areassociated with OH stretching vibration
mode of water physisorbed on the surface of the CaO. This is related to OH in Ca(OH)2
as shown in the XRD pattern. Furthermore, broadbandsof CaO appeared at around 530
cm−1 (for catalyst calcined 800𝑜C) and 500 cm−1 (for catalyst calcined 900𝑜C).
The determination of chemical composition of catalyst was performed using X-ray

flourescense (XRF) and the results are shown in Table 1. It can be seen from the table
that the majorities composition of the catalyst was calcium oxide (CaO). The table
shows the results of quantitatively characterization by XRF in which the chemical
composition of calcium oxide (CaO) has the largest percentage by weight with the
percentages of CaO obtained were 99.14 % and 99.09 % respectively. Besides CaO,
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Figure 3: FTIR of Anadaragranosashells:raw, calcined 10 h at 800𝑜C and 900𝑜C.

catalyst from this Anadaragranosa shells also contained small amounts of oxides such
as K2O, SrO, Cl2O, Fe2O3 and MnO.

3.2. Transesterification of WCO

The catalyst used for producing biodiesel in this study was derived from blood cokle
shells (Anadaragranosa) calcined at 800𝑜C and 900∘C for 10 hours. Transesterification
was done using basic materials of waste cooking oil (WCO) and methanol. Theyield
of biodiesel produced here can be seen in Figure 4. Figure 4a shows the effect of
reaction time on the biodiesel yield. It can be seen from the figure that the yield
of biodiesel increased with increasing reaction time. The longer the reaction time of
transesterificationthen the more the opportunity of reactant molecules to collide, so
the yield of biodiesel results increased. The optimum biodiesel resultwas obtained at a
reaction time of 3 h, and a longer time the yield will decline. This is because in the early
stages of the transesterification reaction, the biodiesel production took place rapidly
and then the rate declined until it reaches equilibrium at the reaction time of 3 hours.
If reaction time is too long it will result in the formation of glycerol and emulsion in
the product, increasing the viscosity and affect the purity of biodiesel. Maximum yield
biodiesel synthesized using the catalyst calcination at 800𝑜C is 79.28 %. This resultis
lower than the biodiesel results obtained with the use of catalyst calcination at 900∘C
for 10 h (82.25%). The low biodiesel obtained using catalyst calcined at 800𝑜C is due
to incomplete decomposition of CaCO3 to CO2 and CaO.
In addition to reaction time, the temperature of transesterification reaction affects

the biodiesel yield. In order to get the optimum biodiesel reaction conditions it must
be maintained at a temperature around the boiling point of methanol (around 64𝑜C)
[1]. In this study, transesterification process was carried out at temperature from 50𝑜C
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Figure 4: Biodiesel yield at different time (a) and temperature (b) reaction (weight of catalyst 3 g, molar
ratio of methanol to oil 15:1).

to 70∘C. The yield of biodiesel produced can be seen in Figure 4b. It can be seen
that the yield of biodiesel increased as the temperature increased, and the maximum
yield was at the reaction temperature of 60∘C which is 82.25%. It also shows that
the rise in temperature after reaching optimum condition do not lead to increase the
results of biodiesel, and even became more decreased. This is because if the reaction
temperature is too high it can lead to evaporate or loss of methanol and that the yield
biodiesel will reduce.

4. Conclusion

Based on the results of research conducted, it can be concluded that the minimum
temperature Anadaragranosashell decomposited to obtain Calcium oxide was 800𝑜C.
The higher decomposition temperature used will improve the crystallinity of CaOas
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shown on the XRD diffractogram. The formation of CaOwas also supported by FTIR
spectra in the area around 500 cm−1 which indicate the presence of Ca-O vibration. It is
confirmed by the XRF data showing the percentage of CaO in the samples > 99%. The
maximum biodiesel yield was 82.25% which was produced in the transesterification
reaction using catalyst CaO from shell of anadaragranosa calcination at 900𝑜C for 10 h,
under reaction conditions of catalyst loading of 3 wt.%, methanol to oil ratio of 15:1,
reaction time of 3 h and temperature of 60 𝑜C.
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Abstract Blend of conjugated polymer poly(3-hexylthiophene) or P3HT and Zinc
Oxide nanoparticles (ZnO-NP) has been intensively used as active material for high
performance hybrid solar cells. However, agglomeration of ZnO-NP hinders efficient
charge carriers transfer both from P3HT to ZnO-NP and their transport within ZnO-
NP which cause to low performance of solar cells. Capping of ZnO-NP is currently
applied to avoid this agglomeration effect. In this study, we used three different
capping agents to cap ZnO-NP, namely small semiconducting molecules squaraine, 2-
naphthalene and insulating polymer polyvinylpyrrolidone. We conducted temperature
dependence of photoinduced infrared absorption spectroscopy to study charge
carriersmotion in the P3HT:cappedZnO nanoparticles blend films. The measurement
was carried out with light irradiation of 532 nm and temperature ranging from 78 to
300 K. The spectra were analyzed by a bimolecular carrier recombination method
with Arrhenius activation energy. Two parallel charge carrier recombination processes
are observed, namely polarons recombination along polymer chain (intra-chain) and
inter-chain polarons recombination in the P3HT-chains. At low temperatures, polarons
recombine along polymer chains (intra-chain) with activation energy between 19-23
eV for all samples. However, the inter-chain polaron motion is influenced by capping
agents as shown by a variation in its activation energy ranging from 28 to 58 eV.

Keywords: Hybrid solar cells, ZnO nanoparticles, Capping Agents, Charge Carriers
Motion

1. Introduction

Hybrid conjugated polymers inorganic nanocrystals solar cells have been intensively
studied in the past decades due to their potential for low-cost and high performance
renewable energy devices. The combination of flexibility and relative easy to control
the optoelectronic properties of conjugated polymers and metal oxide nanocrystals,
high performance of hybrid solar cells is expected to be realized. Although, many
attempts have been carried out, the power conversion efficiency (PCE) of hybrid solar
cells is still in the range of 3-4% [1-2], which is far below the PCE of fully organic solar
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cells which has already reached 11% [3]. Three main issues are identified as the cause
of low PCE of hybrid solar cells, i.e. the agglomeration of nanocrystals, the difficulty to
control the morphology of the blend conjugated polymers-inorganic nanocrystals and
the lack of understanding of charge carrier motion in the active layer of hybrid solar
cells.
Conjugated polymer poly(3-hexylthiophene) or P3HT has been frequently used as a

model material for donor material of polymer and hybrid solar cells due to its superior
optoelectronic properties such as high absorption coefficient, high hole mobility and
easy to be formed in thin films by use of low cost and simple methods. Meanwhile,
metal oxide nanoparticles, in particular zinc oxide nanoparticles (ZnO-NP) has been
widely developed as donor material for hybrid solar cells due to its superior optoelec-
tronic properties and its relatively easy to be synthesized by using solution methods.
However, the agglomeration of ZnO-NP causes ineffective charge transfer of exciton
from P3HT and electron transport within ZnO-NP and to the electrode leads to the low
PCE of hybrid P3HT:ZnO-NP solar cell. ZnO-NP is therefore must be capped to avoid
the agglomeration. Small moleculesare commonly used as capping agents to avoid
the agglomeration of metal oxides nanoparticles [4,5].
In this paper, we report our study on charge carriers motion in active layer of hybrid

solar cell based on blend of P3HT:ZnO-NP uncapped and capped with three different
materials. We used small semiconducting moleculessquaraine (SQ) and 2-naphthalene
(2-NT) and insulating polymers polyvinylpyrrolidone (PVP) as capping agents to
avoid agglomeration of ZnO nanoparticles. Photoinduced infrared absorption (PIA)
spectroscopy is used to study charge carrier motion in the blend films of P3HT:capped
ZnO-NP. PIA enables us to observe the positive charge carrier or positive polaron
motion in the film to clarify the charge recombination process that affect the PCE of
solar cells [6]. In this study, we report temperature dependence of PIA spectra of blend
P3HT:capped ZnO-NP films to obtain the activation energies of the recombination
process of positive and negative carriers in the films and to clarify the effect of capping
agents on the charge carrier transport in the hybrid P3HT:ZnO-NP films.

2. Experimental Method

ZnO-NP was synthesized by use of sol gel method as described in our previous work
[7]. The ZnO-NP and PVP are dissolved in methanol, whereas the P3HT, SQ, 2-NT were
dissolved in chlorobenzene (CB). The optical absorption of each solution and their
blend were measured by use of T70+UV-Vis spectrometer. The particle size of ZnO-
NP ismeasured by Transmission Electron Microscopy (TEM JEOL JEM 1400). Blend thin
films of P3HT:capped ZnO-NP were prepared by use of spin coating technique on BaF2
substrates. For each sample, 33 mg of P3HT was dissolved in 1 ml CB and 15 mg of
ZnO-NP were dissolved in 1 ml mixed solvents containing 95% CB and 5% methanol.
Both solutions were ultrasonicated for 15 minutes. Small amount of capping agent
solution was added to the ZnO solution prior to ultrasonication process. After both
solutions were well mixed forming homogeneous solution, the P3HT solution was
poured into ZnO solution and the ultrasonicated again for 15 minutes to form well
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Figure 1: TEM images of (a).ZnO-NP, (b).SQ-capped ZnO-NP, (c). 2-NT-capped ZnO-NP and (d).PVP-capped
ZnO-NP. The scale bar is 50 nm.

mixed P3HT:cappedZnO-NP solution. All films were thermally annealed at 150∘C for
60 minuted.
PIA spectra were measured on an FTIR spectrometer (FTS-7000, Varian) equipped

with an MCT detector by using the different spectrum method [6]. Thin film of
P3HT:capped ZnO nanoparticles put in the cold head of a cryostat (Oxford Instruments
DN1754) under vacuum. The film was irradiated with 532-nm continouous-wave laser.
The PIA spectra were measured the temperature range from 78 to 300 K by using
acontroller (Oxford Instruments ITC502S).

3. Results and Discussion

Fig. 1 shows TEM images of highly diluted ZnO-NP in methanol and ZnO-NP capped by
SQ, 2-NT molecules and PVP polymer. The concentration of pristine and capped ZnO-
NPs can not precisely determined. We diluted them until UV-Vis optical absorbance less
than of the solutions is reached. The average diameter of ZnO-NP is 40 nm. Capping by
SQ and 2-NT can clearly cover the surface of ZnO-NP as shown with bright images in
Fig. 1(b) and (c). However, the effect of capping ZnO-NP by PVP polymer was unclear
which might be caused by too large size of PVP. These results show that capping
process by small molecules was successfully carried out.
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Figure 2: Absorbance spectra of (a).ZnO-NP in methanol, (b).ZnO-NP, SQ and SQcapped ZnO-NP, (c). ZnO-
NP, 2-NT and 2-NTcapped ZnO-NP, (d). ZnO-NPs, PVP and PVPcapped ZnO-NP.

The optical absorbance of highly diluted solution of ZnO-NP, capping agents and
ZnO capped by SQ, 2-NT and PVP are displayed in Figure 2(a)-(d). The ZnO-NP has
absorption at wavelength below than 370 nm. The calculated optical bandgap of ZnO
nanoparticle is 3.38 eV which is higher than that of its bulk (3.37 eV). It indicates that
the synthesized ZnO forms nanoparticles as confirmed by TEM image of ZnO-NP with
average diameter of 40 nm. Absorption spectra of capped ZnO nanoparticles clearly
consist of the optical absorption of capping agent and ZnO-NP. This shows that capping
agents can cover the ZnO nanoparticles as also confirm by TEM image displayed in Fig.
1(b) and (c). However, the effect of PVP capping on ZnO-NP can not be observed in
TEM image as displayed in Fig. 1(d).
PIA spectra of blend films P3HT:ZnO-NP and P3HT:capped ZnO-NP measured at 77

K are displayed in Fig. 3. The observed spectra exhibit complicated features which are
attributed to the interaction between an electronic transition and vibrational transi-
tions of photogenerated carriers.The band at 1256 cm−1 is well-known assigned due
to positive polaron contribution [8]. The difference absorbance (□A) at 1240 cm−1

and 1450 cm−1 was used as the intensity of the polaron absorption was applied to
determine the activation energy of charge carriers recombination process.
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Figure 3: PIA spectra of P3HT:ZnO-NP and P3HT:capped ZnO-NP at 77 K.

The recombination dynamics of photogeneratedcarriers can be simply expressed by
[6]:

𝑑[𝑃]
𝑑𝑡 = 𝜙𝐹 − 𝑘𝑟 [𝑃 ] [𝑁] (1)

where F is the rate of the formation of the excited states in P3HT:ZnO-NP film; 𝜙 is the
effective efficiency of charge separation; [P] and [N] are the concentrations of positive
carriers (positive polaron) and negative carriers (the anion), respectively and k𝑟 is
the carrier recombination rate. By assuming that the number of positive and negative
carriers is equal, the absorbance due to positive polaron can be defined byΔ𝐴 = 𝜎 [𝑃 ],
where□ is the absorption cross-section of the band. By assuming that recombination
rate can be expressed by the Arrhenius-type activation energy:

𝑘𝑟 = 𝐶 exp(−
Δ𝐸
𝑘𝐵𝑇 )

(2)

where k𝐵 is Boltzmann’s constant and T is temperature. The relation between differ-
ence absorption and activation energy (□E) caused by carriers recombination is:

ln 1
(Δ𝐴)2

= −(
Δ𝐸
𝑘𝐵𝑇 )

+ ln 𝐶
𝜙𝐹𝜎2𝑙2 (3)

where l is the thickness of the film.
The plots of ln (1/□A2) versus 1/T plots (Arrhenius plot) of films are displayed in Fig.

4. The data can be considered as two straight lines ranging from low temperature of
78 to 120 K and high temperature of 140 to 300 K. A deflection point is observed at
around 130 K. These data shows the existence of two parallel recombination processes
of positive and negative carriers.
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Figure 4: Plot of ln (1/□A2) versus 1/T of all films. The lines were determined by least squares method.

The activation energies at low and high temperatures for all films are listed in Table
1. For P3HT:ZnO-NP uncapped film, the activation energy□E at low temperatures (78-
120 K) is 17 meV, while at high temperature (140-300 K) is 64 meV. The different
value of activation energy can be explained by the existence of two types of positive
polaronmotion in the film. The low activation energy is attributed to polaron motion
along polymer chain, whereas the higher activation energy to polaron motion from
one chain to another polymer chains or inter-chain motion [9]. The polaron motion
from one P3HT-chain to another P3HT chains is natural properties of charge carriers
mobility in the polymer that strongly depend on temperature. Thus the intra- and inter-
chainpolaron motion correlates strongly with performance of a solar cell.
The activation energies at low temperature of all samples are almost equal around

20 meV. This indicates that the energy required for positive polaron moves along P3HT
chain is not influenced by capping agents. Similar value is also obtained from films
of P3HT:PCBM and P3HT:10%ZnO-NP:PCBM as reported in our previous work [7]. A
significant change of □E is observed at high temperature. The inter-chain polaron
motion is strongly affected by capping agents. The activation energy is decreased
from 57 to 40 and 28 meV when the ZnO nanoparticles are capped by small molecules
squaraine (SQ), 2-napthalene (2-NT) and polymer PVP, respectively, which might be
related to the molecular size of the capping agents. The molecular size is increased
from SQ to 2-NT and PVP, thus larger molecular size of capping agents facilitate positive
polaroneasier to move from one P3HT-chain to another P3HT-chain (interchain). Based
on the value of activation energy at high temperatures, the PVP-capped ZnO-NP can
expected to improve the perfomance of hybrid P3HT:ZnO-NP solar cells due to the easy
of polaron to move to another P3HT-chain and can reach the anode and finally produce
electricity.

DOI 10.18502/keg.v1i1.495 Page 6



 

ICoSE Conference Proceedings

Sample ΔE at low T (meV) ΔE at high T (meV)

P3HT:ZnO-NP 17±2 64±2
P3HT:SQcapped ZnO-NP 23±5 57±6
P3HT:2NTcapped ZnO-NP 23±6 40±13
P3HT:PVPcapped ZnO-NP 19±3 28±17

T˔˕˟˘ 1: Activation energy□E determined from PIA measurement.

4. Conclusions

The photogenerated charge carriers motion in the blend films of P3HT:ZnO-NP and
P3HT:capped ZnO-NP were investigated by use of PIA spectroscopy at various tem-
perature from 78 to 300K. The activation energy that obtained from PIA measurement
at low temperatures and high temperatures are related to the positive carrier motion
along P3HT chain or intra-chain and inter-chain, respectively. The intra-chain polaron
motion is not influenced by the capping agents, while the inter-chain motion strongly
depends on capping agents due to the difference of their molecular size.
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Abstract Substitution of local TiO2on the synthesis of Li4Ti5O12 for anodes lithium ion
battery with solid state reactionmethod had been done. This study aimed to substitute
raw materials TiO2 and determine the length of sintering time. Synthesis was done by
mixing the raw materials like local TiO2 and LiOH.H2O in a stoichiometric then milled
for 15 hours followed by calcination at a temperature of 600𝑜C with sintering time of
2 hours for each samples. Sintering was done by varying the length of sintering time
i.e. 4, 6 and 8 hours at a temperature of 850 ∘C. In this study the effect of sintering
time on the material characteristics and performance of battery cells studied in detail.
The characterization was conducted by the XRD to determine the structure and the
LTO phases, SEM/EDX test to determine the morphology, surface topography and
composition of all samples. PSA testwas performed to determine the particle size
while battery cell performance was tests with automatic charge-discharge battery
cycler. From characterization found that the maximum length of time that is resistant
to sintering samples 6 hours. The resulting active material has an LTO phase with
spinel crystal structure simple cubic, but not produced a single phase, there are some
impurity phases. The results of SEM/EDX provides irregular morphology, have pores,
many impurities and varying sizes. Charge-discharge measurement showed that
optimum sintering was got at 6 h which gave specific capacity about 50 mAh/g.

Keywords: Local TiO2, Sintering, Li4Ti5O12, Anode, Lithium Ion Battery

1. Introduction

Lithium ion battery has advantage in high energy and power density, this advan-
tage make battery technology is suitable for portable electronics, power tools, and
hybrid/full electric vehicle [1]. If electric vehicles (EVs) replace the majority of gaso-
line powered transportation, Li-ion batteries will significantly reduce greenhouse gas
emission [2]. Beside these, Lithium ion battery has certain fundamental advantages
rather than other chemistries such as lead acid and Ni-cd batteries. Firstly, Li has the
lowest reduction potential of any element; its allowing Li based batteries to have the
highest possible cell potential. Also, Li is the third lightest element and has one of the
smallest ionic radii of any single charged ion. These factors allow Li-based batteries to
have high gravimetric and volumetric capacity and high power density [3].
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For some practical applications like hybrid electric vehicles (HEV) or electric vehicles
(EV), lithium ion batteries have to be re-charged very fast, and therefore the relevant
electrode materials have to work at high rates, while maintaining the excellent capac-
ity and cycling stability [4,5]. Li4Ti5O12 (LTO) is found to be a promising material for
negative electrodes in lithium-ion batteries because it have good structural stability,
considered to be extremely safe, low cost, and zero strain material (negligible volume
change during charge/discharge) and the theoretical capacity is 175 mAh/g. LTO can
be synthesized by various techniques such as solid state reaction, sol-gel, microwave,
combustion, hydrothermal methods, etc. The main disadvantages of LTO are that it
have a poor rate capability and low electronic conductivity [6].
Generally, LTO synthesized with TiO2(technical) as Ti sources and LiOH.H2O (techni-

cal, Germany) as Li sources whichall raw materials are imported from overseas. In this
research, LTO was made from local TiO2 and LiOH.H2O using solid state reaction with
varying sintering time. Local TiO2 was extracted from ilmenite by certain process. The
use of local TiO2 to subtitute TiO2 (technical) will affect the synthesis process of LTO
especially at sintering time. Therefore this research will be focused on determining
long time sintering and to know the influence on the characteristics both materials
and electrochemical properties of LTO.

2. Experiment

LTOwas prepared by using the solid-state reactionmethod from stoichiometricmixture
of raw materials. The starting materials were lithium hydroxyl hydrate (LiOH.H2O, Ger-
many) and titanium dioxide (TiO2, local product, 97%). All materials were ball milled
by planetary ball mill for 15 h. The precursor was calcined at 600𝑜C for 2 h and then
sintered at 850𝑜C for 4, 6, and 8 h to get optimum sintering time. All heat treatment
was done under atmosphere with heating rate of 3𝑜C/min. The synthesized materi-
als were characterized by using the conventional x-ray diffractometer (XRD, Rigaku)
and scanning electron microscope (SEM, Hitachi) and particle size analyzer (PSA, Cilas
1190).
The electrochemical characteristics were evaluated by means half test. The sample

slurry was prepared by mixing active material powders (LTO) with binder (PVDF) and
conductive carbon (acetylene black) at a weight ratio of 85:10:5 in N-N dimethylac-
etamide (DMAC). Subsequently, the slurry was coated on a copper foil using the doctor
blade technique and dried at 80𝑜C for 1 h to evaporate DMAC solvent. The electrode
foil was cut to 14 mm diameter discs, which were used to assemble the coin cell in
glove box. Li metal foil was used as the counter electrode and reference electrode in
the cell. LiPF6 was used as electrolyte.Charge discharge test was done by automatic
battery cycler WBCS3000 to get capacity materials.
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Figure 1: XRD spectra of Li4Ti5O12 which synthesized with different sintering time (a) 4 h, (b) 6 h, and (c)
8 h.

Sintering time Lattice constant
(A3)

Unit cell Volume
(A3)

Calculated density
(g.cm−3)

4 h 8.3564 583.51 3.484

6 h 8.3542 583.06 3.568

8 h 8.3586 583.98 3.553

T˔˕˟˘ 1: Lattice information of LTO (Li4Ti5O12).

3. Result and Discussion

Fig 1 shows the spectra of XRD diffraction pattern with different sintering times. The
main phase, LTO (Li4Ti5O12), denoted by diamond sign. Fig 1.a where the sample sin-
tered for 4 h showed that LTO phase is formed by chemical formula (Li4Ti5O12), and
the small other phases like Li0.5Ti0.5O and LiOH phases which denoted by circle and
inverted triangle respectively. The presence of LiOH phase indicated that sintering time
is not enough for chemical reaction betwen LiOH.H2O and localTiO2. Fig 1.b where the
sample sintered for 6 h shows LTO (Li4Ti5O12) phase and still appear impurity phases
like Li2(TiO3) and Ti0.78O. Altought it still contains impurity phase but this sample has
no LiOH phase. It indicated that 6 h sintering time is enough for this proces. While in
the sintering time for 8 h, LTO is formed but it containedLiOH again. So,the optimum
sintering time for synthesis of LTO using local raw material TiO2 is 6 hours at a tem-
perature of 850 ∘ C. The number of phase obtained in XRD analyze due to so many
elements impurities contained in TiO2 local as raw materials.
Basically sintering process is densification or solidification process of compound that

formed in calcination process. Longer time for sinteringmakesmaterial denserandmore
solid. In atomic scale, density of material is not only affected by mass but also lattice
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Figure 2: SEM images of Li4Ti5O12 powders which synthesized with different sintering time (a) 4 h, (b) 6
h, and (c) 8 h.

constant, becausedensity also determined by unit cell volume. Table 1 shows sintering
timemakematerial denser especially in 6 h sintering time than others sample.Samples
which sintering time for 4 and 8 h have lower density than 6 h because they contain
LiOH phase which have ligher mass.
Fig. 2 shows SEM images with a magnification of 10 K SE of Li4Ti5O12 powders which

synthesized with different sintering time (a) 4 h, (b) 6 h, and (c) 8 h. SEM analyze
was done to know the effect of varying sintering time on morphology of material
surface. It is apparent that all powders have similar morphologies. All samples have
polyhedral shape, smooth texture, no porous and agglomeration. The particles that
were synthesized at 6 h looked bigger than 4 h and the particles that were synthesized
at 8 h bigger than 6 h due to grain growth at long sintering time. Normaly, sintering
process will increases the rate of grain growth and indirectly reduce porosity and
make material denser. But, this result is not shown like that because impurity phases
contained in materials.
Particle size is one importance factor which affect electrochemical properties of

electrode material because the small and uniform particle was good for contact
between active materials and electrolyte[7].The resulting powder particle size of
the old sinter 4, 6, and 8 hours are 46.66𝜇m, 52.05𝜇m and 52.67 𝜇m, respectively.
Increased long sintering causes the particle size increased due to the grain growth
duringhigh temperature diffusion and a longer length of time. In the process of grain
growth occur crystal growth aggregate grain size increases. Long sintering influence
both the level crystalline a material and diameter of the particle size.
Fig. 3 shows the charging-discharging profile of synthesized Li4Ti5O12 (a) 4 h, (b) 6 h

and (c) 8 hwith 0.1 C-rate for coin cell against Li metal. The cell was charged to 3.0 V and
discharged to 0 V vs. Li/Li+. According the charge-discharge graphs, the sample which
has lowest capacity is sample 4 h. Its sample has capacity about 45 mAh/g. While
the 6 h and 8 h samples have capacity about 52 mAh/g. All capacities are very low
compared by theoretical values about 175 mAh/g because synthesized Li4Ti5O12 have
many impurities and big particle size (50 um). The data indicated that charge/dischrge
characteristics for all battery samples are about same. Thus, the sintering time does not
significantly affect the performance of battery. In charge-discharge curve, all graphs
seem as staircase curves. These graph have two working potential at 1.5 V and 1.6 V. It
means that all samples have two dominant phases. Potential at 1.55 V correspond with
Li4Ti5O12 phase while potential at 1.65 V correspond with Li2TiO3 phase. Others phases
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Figure 3: Charge/discharge characteristics of synthesized Li4Ti5O12 (a) 4 h, (b) 6 h and (c) 8 h.

like LiOH, Ti0.78O and Li0.5Ti0.5O are not appearing in CD curves because of very little.
Charging potential of Li4Ti5O12 is longer than charging potential of Li2TiO3, it means that
Li4Ti5O12 more dominant than Li2TiO3 phase.

4. Conclusion

Substitution of local TiO2 on the synthesis of LTO has been successfully done by solid
state process at 6 h sintering process. Synthesized LTO still have other phases like
Li2TiO3, LiOH, and Ti0.78O that caused from element impurities from local TiO2. All sam-
ples have polyhedral shape, smooth texture, no porous and agglomeration. Increasing
sintering time cause the particle size increase due to the grain growth during high tem-
perature diffusion. The biggest material was 52.67 𝜇m that sintered at 850𝑜C for 8 h. In
charge-discharge curve, all graphs seem as staircase curves because of presence two
dominant phase such as Li4Ti5O12 and Li2TiO3. The best capacity is 52mAh/g obtained by
sintering for 6 h. The specific capacity is very determined by impurity contain, phases
and particle size.
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Abstract Lithium ion battery performance of graphitized Meso Carbon Micro Beads
(MCMB) as an anode material was investigated in full cell battery system containing
LiCoO2 cathode, PE separator and LiPF6 electrolyte. The commercial MCMB, which was
fabricated by Linyi𝑇𝑀 , was sintered at 500∘C for five hour to make graphitized MCMB.
The microstructure of graphitized MCMB was characterized using XRD and SEM to
show the crystalinity, crystal phase and morphology of the MCMB particle. The result
indicated that the crystal phase of the sample was changed into graphitized carbon
.The electrode was made using coating method. We used copper foil as the substrate
for anode. The anode materials consist of graphitized MCMB (active material),
Polyvinylidene fluoride/PVDF (binder) and acetylene black (additive material). Full
cell battery was tested using charge-discharge and cyclic voltammetry (CV) methods.
From the CV characterization, cyclic voltammograms of the cell show characteristic
lithium intercalation through reduction-oxidation peak. Charge-discharge test showed
the discharge and charge capacity of the cells. According charge discharge test,
commercial MCMB was better that graphitized MCMB.

Keywords: Graphitized carbon, MCMB, anode material, lithium ion battery

1. Introduction

Lithium ion battery has been widely used as energy storage system for applications
such as in the field of portable electronic, e.g. in mobile phone, notebook computer,
gadget, camera [1] and also for electric vehicles and hybrid electric vehicles [2]. There
are many parameters that should be optimized, including the energy density, safety,
rate capability, cost, sustainability [2] and cycle life [3] to get better performance of
the Li-ion batteries.
Carbon-based anode has been widely used as anode for commercial batteries such

as mesocarbonmicrobead, artificial and natural graphite, carbon fiber or C-C compos-
ites material [4], carbon nanotube, and also graphene [5]. Natural graphite was the
most promising material for lithium-ion battery because of its low cost and flat poten-
tial profile, high columbic efficiency in proper electrolytes and relatively high reversible
capacity. Synthetic graphite has many properties that are the same as those of nat-
ural graphite. Besides that, it has many unique merits such as high purity, variety of
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structures suitable for smooth Li intercalation and diffusion. Graphitized MCMB is one
of the benchmark synthetic graphite materials for lithium-ion battery [6].
Graphitized MCMB was better than MCMB before graphitization.Graphitized MCMB

has many advantages e.g., high packing density that guarantees high-energy density,
small surface area that decreases the irreversible capacity corresponding to electrolyte
decomposition. Most of the surfaces of MCMB spheres are composed of edge-plane
surfaces, thus Li+ intercalation becomes easier and the rate capacity increases and
MCMB can be easily spread onto copper foil [6]. So, it was very interesting to analyze
the synthetic graphite like graphitized MCMB to improve the performance of anode in
the lithium ion battery.

2. Experimental

2.1. Preparation and characterizations of MCMB

The commercial MCMB was fabricated by LinyiGelon𝑇𝑀 with specific surface area ≈
1.5 m2/g. This material was then sintered at 500∘C for five hours to make graphitized
carbon. Commercial and graphitized MCMB were characterized by X-Ray Diffraction
(XRD, Rigaku) using Cu 𝜅𝛼 (𝜆 = 1.541862 Å) to identify crystal phase of these material
in the range 5∘ - 90∘ of two theta. The XRD technique could identify the graphitization
of the material with crystal phase identification of these materials (commercial and
graphitized MCMB). Scanning Electron Microscopy (SEM, SU3500, Hitachi) with tung-
sten as electron source was used to observe the morphology and to determine the
particle size of these particles.

2.2. Preparation of the electrode and full cell battery

The full cell battery of commercial and graphitized MCMB were investigated in pouch
cells. The positive electrode was prepared by commersial electrode LiCoO2 (MTI Corp.,
USA) with the thickness of active material was 100 𝜇m. The negative electrode were
prepared using commercial and graphitizedMCMB as thematerial active with the com-
position of slurry i.e. 85 wt% active material, 5 wt% acetylene black, and 10 wt% PVdF
dispersed in DMAC as a solvent. Full cell battery was prepared by assembling positive
electrode, negative electrode, and Celgard microporous polyethylene (PA grade, 25𝜇m
thickness) as separator with LiPF6 1 M as electrolyte.

2.3. Battery testing

Cyclic voltammetry (CV, WonaTech WBCS3000) experiment was performed on the bat-
teries with scanning rate 0.1 𝜇A/s and potential range 2.5 – 4.5 volt. Charge discharge
(CD, WonaTech WBCS3000) characteristic was recorded to determine the charge-
discharge capacity at work voltage.
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Figure 1: X-Ray diffractogram of commercial MCMB and and graphitized MCMB sintered at 500∘C for five
hours.

3. Result and Discussion

3.1. MCMB characterizations

XRD pattern (Fig. 1) showed the shifting of diffraction peak of commercial MCMB and
graphitized MCMB. It indicated that there was a phase change in the crystal structure.
ByRietvieldmethod ofinterpretation, there are three phase in the commercial MCMB
i.e. graphite-2H (48.8%), graphite-3R (39%), and carbon (12.6%), while for the graphi-
tized MCMB has single phase, graphite-2H (100%).SEM image (in Fig. 2) show the
morphologyand size of the MCMB particles. Both of samples had a spherical structure
with diameter range 5 – 20 𝜇m.

3.2. Electrochemical and battery performance analysis

According to the cyclic voltammogram of the samples, it was typically the same. But,
it was little bit different in the reduction peak (discharge voltage). The oxidation peak
was 4.2 volt, while the reduction peak was 3.6 volt and 4 volt (for graphitized MCMB),
while 3.5 volt and 4 volt for commercial MCMB. There are two reduction peaks in the
cyclic voltammogram of the samples. It indicated that other material was performed
as anode material in the cell, such as acetylene black.
Charge-discharge was performed at rate 0.1 C to measure the charge and discharge

capacity of the samples. From the charge-discharge measurement, it shows that the
commercial was better than the sample. In the first cycle, charging capacity of the
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Figure 2: SEM images of (a) commercial MCMB and (b) graphitized MCMB sintered at 500 ∘C for five hours.

Figure 3: Cyclic voltammogram with scan rate 0.1mV/s of commercial MCMB and graphitized MCMB
sintered at 500 ∘C for five hours.

commercial MCMB was 3.4 mAh, while the graphitized MCMB was 3.0 mAh. For dis-
charge capacity, the commercial MCMB has 1.5 mAh, while the graphitized MCMB has
1.3 mAh. This effect was probably happened because of stability of MCMB structure,
lithium intercalation process, and coating process.

4. Summary

GraphitizedMCMBwere prepared by sintering process at 500∘C for five hours. Structure
and morphology were evaluated by XRD and SEM, respectively. According to the XRD
diffractogram, the diffraction peak showed the graphitizedMCMBwas produced. In the
SEM image, the morphology of the particles was typically the same, spherical struc-
ture with diameter 5 – 20 𝜇m. Reduction and oxidation peak in cyclic voltammogram
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Figure 4: Comparison charge-discharge profile at C-rate 0.1 Cof (A) commercial MCMB and (B) graphitized
MCMB sintered at 500 ∘C for five hours.

indicated the electrochemical reaction of the sample. The oxidation peak was 4.2 volt,
while the reduction peak was 3.6 volt and 4 volt (for graphitized MCMB), while 3.5 volt
and 4 volt for commercial MCMB. Charge-discharge profileshowedcharge-discharge
capacity of the commercial MCMB was 3.4 mAh and 1.5 mAh, while the graphitized
MCMB was 3.0 mAh and 1.3 mAh, respectively. It indicated that the commercial MCMB
was better than graphitized MCMB.
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Abstract Magnesium, theoretically, have the ability to absorb hydrogen in large
quantities (∼ 7.6wt%). However,the kinetic reaction is very slow, therebyhindering
the application of magnesium for hydrogen storage material. In this paper, we
reported a series of preliminary studieson magnesiuminserting with silicon carbide
(2 wt%) obtain by mechanical millingmethod. The vibratory mill type apparatus was
used for 180 hours. As the results, structuralcharacterization by XRD showed that the
crystallite size after milling for 180 hours decreased around tensnanometer. It was
also found that the desorption temperature for the sample after 180 milling inform
us that the material decomposed at 330∘C. It can concluded that Mg catalyzed with 2
wt% of silicon carbide (SiC) can be prepared by vibratory ball milling.

Keywords: MgH2, catalyst, nanoparticle, hydrogen storage, reactive milling

1. Introduction

Among the metal hydrides, magnesium has the theoretically highest weight capacity
for hydrogen storage (7.6 wt.%), lightweight and a reasonably low cost [1]. However,
high working temperature, slow reaction kinetics and difficult activation limit the prac-
tical application of Mg-based hydrides. Many efforts have been done to improve the
adsorption properties and reaction kinetics such as element substitution (metal or
metal oxides) as catalyst in nanometer scale and modification of ball milling technique
as well [2-5]. Recently, the reactive ball milling under hydrogen atmosphere was also
successfully introduced to prepare hydrogen storage materials [6,7].
In order to find a more suitable co-catalyst material to be used with magnesium,

Ranjbar et al [8], introduced a new catalyst based on silicon carbide (SiC) to be inserted
in magnesium as host material. It was found that by using SiC as an additive, the
grain size of MgH2 was decreased, and at the same time increased the defect con-
centration, which subsequently prevent the agglomeration of MgH2 crystallitesas well.
The sorption properties were improved and the kinetics was also very fast. By using
this finding as a motive of our study, here we report our work on Mg catalyzed with
2wt% of SiC prepared by vibration ball milling (VBM). The aim of this study was to
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synthesize nanocrystalline Mg-SiC by mechanical alloying using intensive mechanical
milling method.

2. Materials and Method

In this experiments, Mg (Merck, 0.03 mm, 95%), SiC (99.9%, −400 mesh, Sigma
Aldrich) powders wereused. The powders were filled into a home-made hardened
steel vial and sealed together with 10 balls (5.6 mm in diameter). The powders were
milled in avibratory ball mill (VBM, Kawasaki) at a rotational speed of 900 rpm (ball to
powder ratio 10:1) for 180 hours. Every several hours of milling time (30, 40, 60, 80,
100, 160 and 180 hour) small amount of powder were separated into a small container
for further characterization. This method was then called as Intensive Mechanical
Alloying (IMA). Structural changes occurred on the samples during milling were then
characterised by XRD (Philips, PW 3710, Co-K𝛼 radiation). A high resolution scanning
electron microscopy (SEM JEOL,JSM-5310LV) was used to observe the morphological
changes during the milling process. The onset temperature (T𝑜𝑛𝑠𝑒𝑡) was investigated
using DTA (Shimadzu, D-50) with a flow rate of 20 ml/min and heating rate from
20-450∘C.

3. Results and Discussions

Figure 1 shows the evolution of the XRD diffraction pattern for Mg-2wt% SiC as a
function of milling time and intensity. At early stage of milling, the starting mixture
shows the presence of microcrystalline materials. Then, it can be seen for the next
milling time that the diffraction peaks broaden but no changes in the 2𝜃 position. The
as-received sample composed mainly Mg. The Mg peaks locate at 2𝜃 = 37,86𝑜; 40, 56;
43, 66; 56, 8; 68, 06; 75, 28; 82, 5; 84, 24, and 87, 14. SiC peak was not detected due
to the amount of SiC was too small (2 wt %). Thus, it is difficult to detect by XRD. The
same result was found after 30 h milling.
When the milling time increase up to 40 hour, the XRD patterns still not change sig-

nificantly. But, at 60 hour the peak broadening was start to appear. At 80 to 100 hour,
the Mg peaks were broadening significantly. At 160 hour and 180 hour the peak unity
in one peak and composed one phase. It can be seen that the powders already reduced
into nanocrystalline. We can conclude that the Mg particles completely decrease after
milling in 180 hours. This is due to the high energy vibration ball mill. This result
showed thatmechanical alloying using VBM is very attractive and promisingmethod to
synthesize nanostructure materials for solid hydrogen storageconsidering the applied
mechanical deformation between ball and powders. Thus, making use of higher energy
during milling promotes the formation of nanostructure of magnesium.
The SEM micrographs of Fig. 2 show secondary electron image of powders inten-

sively milled in the VBM before milling (Fig. 2a), milling 60h (Fig. 2b) and milling 180
hours (Fig. 2c). The surface of the powder for 0 h and 60 h are irregular, as a result
of the fracturing during the milling process. The SEM image after 180 hours of milling
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Figure 1: X-ray diffraction patterns of Mg-2wt% SiC produced via VBM.

shown the finer powder. It seem the powder was already in nanocrystal scale. If we
compare with XRD, this is consistent with the structural analysis by XRD.
This indicates that the powders is un-uniformly distributed on the metal surface and

the grain size, calculated by Scherrer method [9], reaches around tens nanometer after
180h of milling. However, the formation of nanocrystalline material is obtained after
long milling (in 180 hours). These results suggest that deformation during milling take
longer time due to the ductility of magnesium. Important to note, the silicon carbide
in the composites helps to break the magnesium particles into smaller sizes due to
itshardness. Ranjbar et al. [8], has clearly demonstrate that the addition of SiC can help
to generate smallerMgH2 nanocrystals and it was found that theMgH2 peaksin the XRD
pattern became very broadened. They indicated that long ballmilling was beneficial for
the conversion of Mg powder to MgH2 andalso helpful for reducing the grain sizes of
powders.
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Figure 2: SEM image of Mg-2wt% SiC, (A)before milling, (B) 60, (C)30 and (D) 180 h.

Figure 3: DTA scan of Mg-2wt% SiC after milling 180 h.

Thermal investigation for the sample after 180 milling give information on the state
of the material decomposition. Here, it can be clearly seen that the material decom-
posed at temperature 330∘C (Figure 3). However, this temperature is still high for Mg-
based hydrogen storage materials application. It seem that the crystallite size have
not a strong influence on the desorption temperature changes.
Kurko et al. [10], explained that this situation occurred due to agglomeration of

the material during the milling process. Therefore the reduction of agglomeration is
believed will improve the thermal properties of Mg-based hydrogen storage materi-
als.It is already known that the hydrogen storage properties of light metal hydrides is
improvedwith reduced particle agglomeration [11]. Due to the decrease agglomeration
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will shorten the diffusion path of hydrogen atoms. Therefore, it is suggested that a
significant amount of strain, disorder and defects should be created during milling
process, which shorten hydrogen diffusion paths [12].

4. Conclusions

Mg catalyzed with 2 wt% of silicon carbide (SiC) prepared via vibratory ball milling
has been successfully done. This process results in high surface area powders with
finely dispersed SiC- particles on the surface of Mg. The Mg-SiC material exhibits
a microstructure in nanometer scale. Thermal investigation for the powders after
180 millingshown that the material decomposed at temperature 330∘C. Due to these
results, nanocrystalline Mg-SiC is suggested a further work for improvement the sorp-
tion properties and the kinetics of Mg-based hydrides as hydrogen storage material.
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Abstract Preparation of hierarchical macropore activated carbon monolith (HMACM)
from rubber wood was investigated. The samples were prepared with small cutting
of rubber wood in cross sectional method.The electrode preparation was started
by pre-carbonization process followed by carbonizationat 600𝑜C and physical
activation process at 900𝑜C in N2 and CO2 gas atmosphere, respectively. The samples
then were followed by chemical activation process with combination of chemical
activation agent of KOH and HNO3 solutions. The HMACMs were neutralized by
immersing the samples in copious amount of water and dried the samples for
24 hours. Porosity properties were performed by N2 adsorption-desorption data
and morphology characterization was analyzed by scanning electron microscope
(SEM) instrument. The electrochemical properties was studied by electrochemical
impedance spectroscopy, cyclic voltammetry and charge-discharge at constan current
methode. The SEM micrograph and adsorption-desorption data were also proved that
the HMACM sample have a hierarchical macropore at the surface and crossectional
section. The porosity data shown the HMACM sample have BET surface area of 331
m2/g with average pore diameter of 1.7 nm. Equivalent series resistance and optimum
capacitance specific of the HMACM electrode of 0.77 Ohm and 154 F/g, respectively. In
conclusion, this study showed that the preparation method would propose as a simple
method of HMACM electrode preparation technique for supercapacitor applications.

Keywords: Hierarchical Macropore, Rubber wood, Supercapacitor.

1. Introduction

Supercapacitor was one of the energy storage devices beside the capacitor, batter-
ies and fuel cell [1]. Supercapacitor has a higher energy than capacitors but showed
lower power. If was compared to batteries, supercapacitors has a higher power but
a lower energy. Supercapacitor comprises two current collectors, two electrodes that
were restricted by separator and dipped into the electrolyte [2]. An electrode was an
important component in determining the capacity of energy and power that can be
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storage in supercapacitor cells. In the past decade has been done a lot of research
to get the best supercapacitor with modifications to the electrode.The supercapacitor
electrode can be made from a porous carbon material [3]. One source of carbon that
is cheap and easily obtained materials derived from biomass. Several reports have
been revealed the energy and power generated by a carbon electrode from biomass
materials [4]. Biomassmaterials that has been used as a precursor for carbon electrode
for supercapacitor application such as rubber wood sawdust [5], peanut shells [6], and
emptyfruit bunches [7], poplar wood [8] and paulownia flower [9].
The ability to store the energy and power at an electrode were determined by the

nature of the porosity of the material. The main properties of pore which includes
an average pores size and pores distribution. An electrode materials with an average
pore were micro-porous will tend to produce supercapacitor cells with higher energy
density but lower power density [10]. On the other side, carbon material with an
average pore was meso-pore will tend to produce supercapacitor cells with higher
power density [10]. Materials with pores which were dominated by micro pores will
produce a high surface area. The surface area is often believed to be a key factor for
determining the energy value of a cell supercapacitor. Some reports also stating some
materials with low surface area was capable to produce a supercapacitor cell with
relatively high energy.
This study was shown the carbon electrode with relatively low surface area can

produce a supercapacitor cell with good electrodes properties. Carbon electrodes have
been made from rubber wood branch. Rubber wood branch was cut by cross section
side to preserve the nature of the existing of natural macro-pores. Fabricating of car-
bon electrodes such as this way has an advantage that without need for adhesive
materials and pore composed with uniformly. The absence of adhesive on the elec-
trode may decrease the electrode intrinsic resistance and the existing a hierarchical
macro-pores would increase the charge transfer in the electrode. Both of these factors
are believed a carbon electrodes from rubber wood as a potential candidate as a
supercapacitor electrode material.

2. Experimental

HMCM were made from rubber wood that was cutted by transversely to maintain the
hierarchical macro-pore structure on the electrode. The sample was then carbonized
in N2 gas atmosphere at a temperature of 600 ∘C and then the followed by physical
activation by using CO2 gas at a temperature of 900∘C. Chemical activations were
performed by usingthe activating agent of 3 M KOH and25%HNO3. Supercapacitor cells
were assembled in the form of coins cell type using two electrodes, two current col-
lector, and a separator. Physical properties and electrochemical characterization were
performed on the HMCM samples. The physical properties such as surface morphol-
ogy and surface area of carbon electrodes were characterized. The electrochemical
properties were measured includes the specific capacitance, cells resistance, energy
density and power density. The electrode surface morphology was performed with a
scanning electron microscopy (SEM) measurement and the surface area studied by N2
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gas isothermal absorption-desorption method. The electrochemical properties testing
carried out using the electrochemical impedance spectroscopy (EIS), cyclic voltamme-
try (CV) and charge and discharge (CDC) method by solatron 1286 measurement.

3. Results and Discussions

Figure 1 was shown the EIS data for supercapacitor cell with HMAC electrode from
rubber wood. Figure 1A displays a Nyquist plot where the shape of the curve obtained
were a semicircle, a line with 45 degree and a line with 90 degree to the Z’ axis.
Semicircular shape can be used to determine the equivalent series resistance (ESR),
contact resistance an electrodewith current collector and combinedwith an electrolyte
resistance (Rp) which is the intersection of the curve to the Z ’ axis with a lower resis-
tance value [2]. Carbon electrode intrinsic resistance (Rs) which was the intersection
of the curve on the Z’ axis at a larger value. The magnitude of ESR, Rp, Rs were 0.77 Ω,
0.73 Ω and 1.5 Ω, respectively. The resistive properties of the supercapacitor cell was
comparable to the supercapacitor cell electrode from poplar wood [8]. Figure 1B and 1C
showed the relationship between frequency with the real and imaginary capacitance.
The data in Figure 1C can be used to determine the relaxation time (𝜏) which to be
related to the frequency peaks, where 𝜏 =1/f, where relaxation timewas 25,12 seconds.
The relaxation time is related to the time required for the ions can difuse in completely
into the pores of electrodes. Figure 1D showed the relationship specific capacitance
(Csp) against frequency. The highest Csp value was shown at the lowest frequency
of 0.01 Hz was 154.03 F/g. The specific capacitance value of the supercapacitor cell in
current study was comparable to the specific capacitance value for supercapacitor was
fabricated from the electrodes from other biomass materials as listed in Table 1.
Figure 2A showed themeasurement data of the electrochemical properties of super-

capacitor cells using cyclic voltammetry method. Cyclic voltammograms showing a
rectangle shape, this shape was a good capacitive characteristic of electrodes for car-
bon supercapacitor [3]. Figure 2B displaysmeasurement data for galvanostatic charge-
discharge of supercapacitor cell. The CDC measurement data showed the standard
form for supercapacitors using carbonmaterials electrodes. Based on the data in Figure
2B by using the formula P=vi/m dan E=vit/m [4] can be determined the relationship
between power density (P) versus energy density (E) and was shown in Figure 2C.
Figure 2C showed that maximum power density andmaximum energy density, respec-
tively 420 Watt / kg and 2.8 Watt h/kg. The magnitude of power density and energy
density, which is related to a supercapacitor with HMCM electrode was a commonly
reported by other researcher, the comparison of power density and energy density
of supercapacitor cells with HMACM electrodes was shown in Table 1. Figure 2D was
showed the N2 gas isotherm adsorbtion-desorption data for HMACM sample. The
isotherm data was showed the type 1 based on UPAC classification [11]. The type 1
absorption-desorption data indicated the HMACMeletroda have a pores in the range of
microporous [11]. Based on DR equation can be obtained the SBET, Smicro, SEXTERNAL,
pore diameter and pore volume were 331.54 m2 / g, of 224.704 m2/g,106.830 m2/g,
15.491 Å, 0.051 cm3/g. respectively.
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Figure 1: The electrochemical properties of supercapacitor cells were elucidatedby using EIS method.

Type of biomass Energy
(Wh.Kg−1)

Power (W Kg−1) Capacitance
(F g−1)

Reference

Peanut Shell 19.30 1007 99 [6]

Rubber wood sawdust 2.63 291 138 [4]

Oil palm fruit bunches 4.297 173 150 [7]

Paulownia flower 44.5∼22.2 247∼3781 297 [9]

Poplar wood 234 [8]

Rubber wood 2.90 420 154 Present study

T˔˕˟˘ 1: Comparison of energy, power, and capacitance varioustypes ofbiomass material.

Figure 3 were shown the SEM micrograph of the surface (A) and cross sectional (B)
part of HMCM electrode. Figure 3A shows that HMCM electrode has pores with uniform
in size macro of pores. Figure 3B was showed that the macro pores has a shape like an
elongated pipe, this shape will provide convenience for the ion can penetrate further
into the meso and micro pore of carbon electrode.

4. Conclusions

Preparation of HMCM electrode for supercapacitor application has successfully carried
out. HMCM electrode showed good resistive properties and capacitive characteristic,
from the all of analysis the HMCM route was an interesting strategy for the used at
rubber wood as a potential candidate for supercapacitor electrodes.
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Figure 2: CVdata (A),CDCdata (B), energy density versus power density (C) and the N2 gas absorption-
desorption data for the HMCM electrodes.

Figure 3: SEMmicrograph of HMACM electrod from rubber wood, (A) surface and (B) crossectional section.
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Abstract The synthesis of Fe-doped TiO2 thin film using spin coating method was
studied. Effects of aging time on the deposited thin film were investigated. Titanium
butoxide (C16H36O4Ti) as a precursor solution was mixed with the FeCl3. Spin coating
process was carried out on three types of precursor solution: (1) spin-coating process
performed immediately after the precursor solution was made, (2) spin-coating
process performed after solution was aged for 24 hours, (3) aged for 24 and (4)
spin-coating after aging the precursor for 72 hours. Heating was carried out on the
resulting thin film at temperature of 400∘C. The morphology of TiO2 layers was
characterized using Scanning Electron Microscope (SEM) and Atomic Force Microscope
(AFM). Elemental and phase composition of the films was determinedusing EDX
and X-ray diffraction (XRD). We found that the best TiO2 layer is obtained when
spin-coating process is done after aging the precursor for 72 hours. The layer shows a
more uniform particle distribution on the substrate and a more monodisperse particle
size dominated by the anatase phase.

Keywords: TiO2thin film, Fe doped TiO2, spin coating, aging time.

1. Introduction

TiO2 coating has been investigated by many researchers because TiO2is stable, non-
toxic with band gap of 3.21 eVmaking it possible for photovoltaic [1] and photocatalytic
[2] application. It is well known TiO2 nanoparticles with good physico-chemical prop-
erties are mainly dominated by three phasesnamely anatase, rutile and brookite. On
a nanometer scale or in a thin layer form,TiO2 nanoparticles are transparent and have
a wide surface area [3]. To improve the performance of thin film TiO2for photovoltaics
application purpose such as dye sensitized solar cell, TiO2 layer has been modified by
the addingmetal dopant such as Fe [4] and Zn [5]. It is also reported that to improve
the crystal size of TiO2, treatment such as by varying aging time of the precursor can
be performed [6].
Various methods has been reported to produce a thin layer of TiO2such as elec-

trophoretic deposition [7], electrodeposition [8], doctor blades [9], RF sputtering [10],
sol gel [11], dip-coating [12], spin coating, etc. In this study, we use a spin coating
method to deposit TiO2 layer. The purpose of this research is to investigate the effect of
aging time on the morphology and phase of Fe-doped TiO2synhesized by spin coating

How to cite this article: Dahyunir Dahlan and Muhammad Anshori, “Effect of Aging Time on the Synthesis of Fe-doped
TiO2 Thin Films by Spin Coating Method,” KnE Engineering, vol. 2016, 6 pages. DOI 10.18502/keg.v1i1.500 Page 1

Corresponding Author:

Dahyunir Dahlan; email:

dahyunir@yahoo.com

Received: 1 August 2016

Accepted: 18 August 2016

Published: 6 September 2016

Publishing services provided

by Knowledge E

Dahyunir Dahlan and

Muhammad Anshori. This

article is distributed under

the terms of the Creative

Commons Attribution

License, which permits

unrestricted use and

redistribution provided that

the original author and

source are credited.

Selection and Peer-review

under the responsibility of

the ICoSE Conference

Committee.

http://www.knowledgee.com
mailto:dahyunir@yahoo.com
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


 

ICoSE Conference Proceedings

method. From this study, it was found that the Fe-doped TiO2 with aging time for
precursor of 72 hours with annealing temperature of 400𝑜C produced better TiO2 thin
film. This finding may find useful in potential application in TiO2 utilizing thin film such
as photocatalytic and photovoltaic applications.

2. Experiment

Synthesis solution comprises a mixture of 13% vol. titanium (IV) butoxide (C16H36O4Ti)
(Aldrich 99.9%), 65% vol. ethanol, 4% vol. HCl, 5% vol. aquabidest (H2O), and 13%
vol. FeCl3. All the ingredients were stirred for 1 hour with a magnetic stirrer C-Mag
HS7. The solution was then divided into four portions. One portion was used in direct
spin coating while the others were aged for 24, 48 and 72 hours prior to spin coating.
Changes in aged solution were observed at a predetermined time. Spin coating param-
eters (rate of 2,500 rpm for 30 seconds) were the same for all samples. Deposition of
TiO2 layer was doneon microscope glass substrate. Prior to spin coating process, the
glass substrateswere washed in the ultrasonic cleaner (Bransonic) for 30 minutes by
using distilled water, then washed with acetone. The deposited layer was heated at
a temperature of 400∘C in the furnace. Characterization was performed using Scan-
ning Electron Microscope (SEM + EDX) Hitachi S-3400N + Horiba-EMAX, Atomic Force
Microscope (AFM) and X-ray Difraction (XRD) Shimadzu-7000.

3. Results and Discussion

Fig. 1 shows the typical morphology of the TiO2 layer synthesized using spin coat-
ing technique from a solution of C16H36O4Ti that was aged for 72 hours, heated at a
temperature of 400 ∘C. By using SEM technique, micrograph obtained at magnification
of 40,000x shows that TiO2 layer looks flat and solid. The thickness of the layers is
estimated to be below 200 nm. All of the samples prepared regardless of its treatment
and modification ((1) spin-coating process performed immediately after the precursor
solution was made, (2) spin-coating process performed after solution was aged for 24
hours, (3) aged for 24 and (4) spin-coating after aging the precursor for 72 hours) have
the samemorphologywhen viewedwith SEM prior to the aging time. In order to obtain
clear information on the surface morphology of the TiO2 layer, then AFM imaging (Fig
2) was later performed.
Atomic force microscopy (AFM) micrograph of Fe doped TiO2 sample was later car-

ried out to study the thickness and uniformity of the particles grown. Fig 2(a) shows
amicrograph of TiO2 layer synthesized from a solution ofsol-gelspin coating process,
done directly without aging using spin-coating process. The image was taken immedi-
ately after the solution was made, without heating treatment. It is clearly visible that
the film obtained forms two different layers that have uneven thickness. No grain of
TiO2particles is visible because the paste contains a lot of water. The absence of TiO2
aggregates viewed is also due to the incomplete formation of TiO2 aggregates via
Ostwald ripening process. After heating treatment at 400∘C (Figure 2b.), the surface
of the layer began to be filled by TiO2 particles. Despite having uneven distribution,
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Figure 1: Scanningelectronmicroscope image of TiO2 layer synthesized from solution of C16H36O4Ti with
aging time for 72 hours and heated at a temperature 400∘C.

Sampel Element Mass % Atom%

Before heating 400∘C Cl 531 5.05

C 6.83 9.93

Ti 5633 48.42

Fe 29.38 29.25

O 2.15 7.35

After heating 400∘C Cl 3.26 4.96

C 5.97 3.08

Ti 58.68 55.70

Fe 28.04 23.91

O 4.14 12.35

T˔˕˟˘ 1: The elemental composition of TiO2 layer for the precursor solution aged for 72 hours.

particlebuildupoccursin someparts of the surface.We found that the best TiO2 layer is
obtained when spin-coating process is done after aging the precursor for 72 hours.
The layer shows a more uniform particle distribution on the substrate and a more
monodisperse particle size dominated by the anatase phase.
Fig. 2c displays TiO2 layer produced after the spin coating sol gel solution after aging

for 46 hours. Similar to Fig. 4a, here the layer thickness is still uneven and the formed
two layers were still in dry pasta shape. When the sample is heated at a temperature
of 400 ∘C (Fig 2d), the surface of the TiO2 layer began to form evenly. The particles
produced ware almost uniform in size on the order of ten nanometers. When the
synthesis is done after aging the precursor for 72 hours (fig 2e), the layer of TiO2
produced a more even distribution. The surface looks more delicate because particles
are smaller than before. This shows that aging of the precursor for 72 hours produces
a good TiO2 layer. Aging treatment affects the size and agglomeration of particles [4].
If TiO2 layer is heated at 400 ∘C, it will form a homogeneously-distributed layer with a
more uniform thickness across the surface of the substrate (fig 2f).
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Figure 2: Atomic forcemicroscopymicrograph of TiO2 layer synthesized by spin coatingmethod: a. without
aging and without heating, b. without aging but heating at 400∘C, c. with aging for 48 hours without
heating, d. with aging for 48 hours and with heating at 400∘C, e. after aging 72 hours but without
heatingand f. After aging 72 hours and heating 400∘C.

The EDX results (Table 1) show that a thin layer that was heated to 400 ∘C produced
more atomic percentage of Ti and O atoms. This finding indicates that the annealing
process enhanced the formation of TiO2 nanoparticles. From EDX elemental mapping
performed, the presence of Fe elements indicates that Fe was successfully doped into
TiO2 nanoparticles.
Fig. 3 shows the X-ray diffraction pattern of thin film layer of TiO2 synthesized using

precursor solution of C16H36O4Ti that was aged for 48 and 72 hours and annealed at
a temperature 400 ∘C (the same samples with Fig.2d and Fig.2f). From here, it can
be clearly seen that the main peak for anatase of (101) and (004) was obtained at a
diffraction peak of 25.28 and 37.81∘ [2]. The diffraction peak obtained is in agreement
with the standard for JCPDS of TiO2 anatase (File no 21-1272). From herewe can see that
finer and smoother obtained for sample prepared at longer aging time of C16H36O4Ti
that is 72 hours. This might due to the fact that the longer aging times provide much
more reaction time to produce more TiO2 nanoparticles according to Ostwald ripen-
ing process. From the spectra obtained, it can be clearly seen that there is no other
TiO2 phase observe in the XRD pattern. The presence of neither Fe element nor Fe
alloy was seen in both of the spectra also indicating that the Fe might exist is such
small amount. It is expected as the Fe elements trace in the EDX elemental mapping
composition is also quite small. This phenomena obtained reflects that the Fe doping
in both TiO2nanoparticles prepared at both aging time is successfully performed. The
peaks obtained at both 21∘ and 30.58∘ are from ITO coated glass substrate ( JCPDS file
no 88-2160).
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Figure 3: XRD pattern of TiO2 films synthesized with aging time solution for 48 and 72 hours, both of
samples were annealed at 400∘C.

4. Conclusion

Fe doped TiO2 thin film has successfully synthesized using spin coating method by
preparing an aged precursor solution of C16H36O4Ti. From this work, it was found that
the precursor solution of C16H36O4Ti aged at 72 hours produced better thin film anatase
TiO2 compared to C16H36O4Ti aged at 48 hours judging from its AFM image and XRD
spectrum. It is expected that the film produced may find use in potential application
such as dye sensitized solar cell.
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Abstract In this study, we have investigated the LSPR spectra of the silver
nanoparticles (Ag-NPs) coatedby polyvinyl alcohol (PVA) by means of a numerical
study using Bohren-Huffman-Mie (BHMie) approximation. The LSPR of Ag-NPs shifted
to red-shift as the diameter size of Ag-NPs and the thickness of PVA increased.
The peak of the LSPR spectra exponentially increased as the thickness increased.
Interestingly, there have three characteristic of the LSPR spectra, small, intermediate,
and large diameter. In small diameter, the dipole resonant mode contributed to the
LSPR spectra while in large diameter, the LSPR spectra originated from the quadrupole
resonant mode. In contrast to intermediate diameter, the LSPR spectra originated
from the competition between the dipole and the quadrupole mode. For this reason,
at small and large diameter the LSPR peak has one peak and increased then until a
certain thickness showed constant. Different at intermediate diameter, the LSPR peak
appeared more one peak with major peak increased then until a certain thickness
trend to decrease and minor peak followed at small diameter behavior.

Keywords: Silver nanoparticle, BHMie approximation, PVA coating, dipole and
quadrupole expansion

1. Introduction

In decades, the noble nanoparticlesresearch has been a great attention because of
its potential application such as electronics, environments, computers, biotechnology,
sensors, pharmacy, etc based on the localized surface plasmon resonance (LSPR)
effect [1].The silver nanoparticles (Ag-NPs) is a part of the noble nanoparticles has
also attracted many researchers since their application in biosensor, biomedical, and,
antimicrobial [2]. To maintain the stability of the Ag-NPs for practical purpose, usually
Ag-NPs combined with some polymeric composites such as polyvinyl alcohol (PVA),
polypyrrole (PPy), carbonxymethyl cellulose (CMC) [3,4], biocompatible molecu-
lessuch as bovine serum albumin (BSA) [5,6] and semiconductor such assilica [7].
Numerous studies have been also reported in numerical approximation to investigate
the LSPR spectra, such as determining the interaction between Ag-NPs and PVA using
density functional theory (DFT) to calculate the binding energy [8], finite different
time domain (FDTD)method to produce the LSPR spectra Ag-NPs nanocubes [9], and
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the calculation the scattering intensity in the nanoshell model [10,11]. However, there
have been little studies in the LSPR spectra to Ag-NPs coated PVA with respect to the
thickness of PVA variation.
In this study, we have systematicallyinvestigatedthe LSPR spectra corresponds to

the diameter of Ag-NPs and the thickness of PVA variation based on Bohren-Huffman-
Mie approximation (BHMie). From this approximation, we can produce the LSPR spectra
that consists of the absorption, scattering, and extinction cross section as a function
of the wavelength. According to this study, we can analyze the effect of the diameter
size of Ag-NPs and the thickness of PVA to the LSPR spectra Ag-NPs.

2. Numerical Method

We have performed the LSPR spectra of Ag-NPs coated PVA by means of BHMie
approximation [12,13] which was written in Matlablanguage. According to BHMie, we
calculated theabsorption𝐶𝑎𝑏𝑠, scattering𝐶𝑠𝑐𝑎, and extinction 𝐶𝑒𝑥𝑡cross section as a func-
tion of the wavelength function, were written as:

𝐶𝑠𝑐𝑎 =
2𝜋
𝑘2

∞

∑
𝑛=1

(2𝑛 + 1)(|𝑎𝑛|2 + |𝑏𝑛|2),

𝐶𝑒𝑥𝑡 =
2𝜋
𝑘2

∞

∑
𝑛=1

(2𝑛 + 1)ℜ(𝑎𝑛 + 𝑏𝑛),

𝐶𝑎𝑏𝑠 =𝐶𝑒𝑥𝑡 − 𝐶𝑠𝑐𝑎

(1)

with

𝑎𝑛 =
𝜓𝑛(𝑦)[𝜓 ′(𝑚2𝑦) − 𝐴𝑛𝜒 ′

𝑛(𝑚2𝑦)] − 𝑚2𝜓 ′
𝑛(𝑦)[𝜓𝑛(𝑚2𝑦) − 𝐴𝑛𝜒𝑛(𝑚2𝑦)]

𝜉𝑛(𝑦)[𝜓 ′
𝑛(𝑚2𝑦) − 𝐴𝑛𝜒 ′

𝑛(𝑚2𝑦)] − 𝑚2𝜉′𝑛(𝑦)[𝜓𝑛(𝑚2𝑦) − 𝐴𝑛𝜒𝑛(𝑚2𝑦)]
𝑏𝑛 =

𝑚2𝜓𝑛(𝑦)[𝜓 ′
𝑛(𝑚2𝑦) − 𝐵𝑛𝜒 ′

𝑛(𝑚2𝑦)] − 𝜓 ′
𝑛(𝑦)[𝜓𝑛(𝑚2𝑦) − 𝐵𝑛𝜒𝑛(𝑚2𝑦)]

𝑚2𝜉𝑛(𝑦)[𝜓 ′
𝑛(𝑚2𝑦) − 𝐵𝑛𝜒 ′

𝑛(𝑚2𝑦)] − 𝜉′𝑛(𝑦)[𝜓𝑛(𝑚2𝑦) − 𝐵𝑛𝜒𝑛(𝑚2𝑦)]
𝐴𝑛 =

𝑚2𝜓𝑛(𝑚2𝑥)𝜓 ′
𝑛(𝑚1𝑥) − 𝑚1𝜓 ′

𝑛(𝑚2𝑥)𝜓𝑛(𝑚1𝑥)
𝑚2𝜒𝑛(𝑚2𝑥)𝜓 ′

𝑛(𝑚1𝑥) − 𝑚1𝜒 ′
𝑛(𝑚2𝑥)𝜓𝑛(𝑚1𝑥)

𝐵𝑛 =
𝑚2𝜓𝑛(𝑚1𝑥)𝜓 ′

𝑛(𝑚2𝑥) − 𝑚1𝜓𝑛(𝑚2𝑥)𝜓 ′
𝑛(𝑚1𝑥)

𝑚2𝜓𝑛(𝑚1𝑥)𝜒 ′
𝑛(𝑚2𝑥) − 𝑚1𝜒𝑛(𝑚2𝑥)𝜓 ′

𝑛(𝑚1𝑥)

(2)

where 𝑘2 = 𝜔2𝜇,𝑥 = 𝑘𝐷,𝑦 = 𝑘(𝑡 + 𝐷), 𝑚1 and 𝑚2denoted the refractive index Ag-NPs
and coating PVA respectively, and the functions 𝜓𝑛, −𝜉𝑛, and 𝜒𝑛were Ricatti-Bessel
function. In this study, we used a single sphere model of Ag-NPs and coated by PVA.
The diameter D of Ag-NPs was varied from 20 nm to 100 nm and the thickness t of PVA
was from 10 nm to 200 nm. The property of dielectric constant Ag-NPs used fromPalik’s
experiment [14], the refractive index of PVA was 𝑛𝑃𝑉𝐴 = 1.531 [15], and the refractive
index of the medium was 𝑛𝑎 = 1.3334 [16]. The illustration model of Ag-NPs coated by
PVA is shown as Fig. 1.

3. Results and Discussion

Fig. 2 showed the LSPR spectra of Ag-NPs, the absorption, scattering, and extinction as
a function of thewavelength from D = 20 nm to 100 nmwith respect to the thickness of
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Figure 1: The illustration model of the Ag-NPs coated by PVA, D is diameter ofAg-NPs, t is the thickness
of PVA, 𝑛𝑃𝑉𝐴 is the refractive index of PVA and 𝑛𝑎 is the refractive index of medium.

PVA. The LSPR spectra exhibited shifting to larger wavelength or red-shift as the size
of Ag-NPs and the thickness of PVA increased. Similar observations were also reported
by Ananth [6] and Mbhele [17]. The red-shift phenomenon of the LSPR Ag-NPs was
simply can examined by scattering [18]. Increasing the particle size will increase the
scattering process and the external driving field becomes non uniform across each
particle. For this reason, the peak LSPR spectra will shift to larger of wavelength or
red-shift.
Next, we have also determined the peak of LSPR spectra based on Fig. 2 and were

plotted as the thickness of PVA which was given in Fig. 3. The peak of LSPR was
obtained from the absorption cross section with reason it was simply determined than
scattering or extinction cross section. As look details, we have observed that the LSPR
spectra can be divided by three regions. First region located in small diameter (D =
20-50 nm) with the LSPR spectra showed one peak. Second region in intermediate
diameter (D = 60-80 nm) with the peak of LSPR showed one more peak, first peak
appeared at lowwavelength and second peak at high wavelength. Third region in large
diameter (D > 80 nm) and the peak of LSPR became one peak again. Furthermore, it
was found that the peak of LSPR spectra exponentially increased as the thickness of
PVA increased. Similar patternwas also reported by Chumanov [19]. In the case of small
and larger diameter, the peak of LSPR spectra increased then until a certain thickness
exhibited constant. In contrast to intermediate diameter, the peak of LSPR spectra
increased then until a certain thickness of PVA trend to decrease. The peak of LSPR
showed higher than small and large diameter for the second peak and relatively same
for the first peak. Further analyzed, we have found the dipole and quadrupole resonant
mode contributed to the LSPR spectra of Ag-NPs coated PVA. For small diameter, the
plasmonic resonant mode was dominantly first-order quasi-static dipole. The elec-
tromagnetic energy caused the electron cloud displacement forming the dipole field
in the particle. At this condition, the external driving field relatively showed uniform
and the absorption process was more dominant. So, it was clear the peak of LSPR
appeared only one peak. Then, increasing the particle size, the interaction between the
incident energy with the particles produced the external driving field was not uniform.
Therefore, the dynamic depolarization happened in the particle and the second-order
LSPR such as quadrupole resonant mode will contribute to the LSPR spectra. Thus, the
dipole and the quadrupole resonant mode attributed the LSPR spectra at intermediate
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Figure 2: The LSPR spetra of Ag-NPs coated PVA from diameter D = 20 nm to D = 100 nm with respect to
PVA thickness variation from t = 10 nm to t = 200 nm.

diameter. Consequently, one more peaks was found in the LSPR spectra. Then, the
quadrupole resonant mode became dominant in the LSPR spectra in large diameter
[20].
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Figure 3: The peak of the LSPR spectra of Ag-NPs coated PVA with respect to diameter of Ag-NPs (D =
20-100 nm) and thickness of PVA variation (t = 0-200 nm).

4. Conclusions

In conclusions, we have systematically investigated the LSPR spectra of Ag-NPs coated
PVA by means of numerical study based on BHMie approximation. The LSPR spectra
shifted to red-shift as the diameter and the thickness increased. It was found the LSPR
spectra showed three characteristic for small, intermediate, and large diameter. At
small diameter, the dipole resonant mode contributed to the LSPR. At intermediate
diameter, the dipole and the quadrupole resonant mode competed to the LSPR spectra.
At large diameter, the quadrupole resonant mode was dominant to the LSPR spectra.
Consequently, the LSPR spectra showed one peak at small and large diameter and
more one peak at intermediate diameter.
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Abstract The effect of Methylammonium Iodide (CH3NH3PbI3) perovskites(MIP)
concentration on the performance of perovskites sensitized solar cell (PSC) was
studied. Three MIP concentrations, namely 0.2, 0.4, and 1.0 M were prepared. In
this study PSC with a sandwich structure of ITO/TiO2/ MIP /electrolyte/ Pt film was
fabricated for this purpose. It was found that power conversion efficiency (PCE)
increased with the increasing the concentration of MIP, from 0.01 to 0.21% as the
concentration increase from 0.2 to 1.0 M. Photoluminescence (PL) study showed that
the increase of the MIP concentration decrease therecombination of carrier in the
device. Electrochemical impedance spectroscopy (EIS) analysis also shows that with
the increased of MIP concentration results in the decreased of the R𝑐𝑡 due to the
improvement of the carrier transport in the devices.

Keywords: Perovskite Solar Cell, CH3NH3PbI3, TiO2microtablet

1. Introduction

Perovskite material such as (CH3NH3PbI3) is one of the most important candidates
for high absorber materials in thin film photovoltaic (PV) applications. This mate-
rial demonstrates many interesting properties including high absorption coefficient,
direct bandgap, high stability, and high carrier mobility. Perovskite can be fabricated
by mixing(CH3NH3I) with PbI2indimethylformamide. It absorbs light very strongly
from visible region to near infrared region. A perovskite solar cell has so far gen-
erated power conversion efficiency as high as 15% [1, 2]. Owing to its excellent
optical properties, perovskite could be used as sensitizer in the dyesensitizes solar
cell (DSSC) system. In this work, we study the effect of MIP concentration on the
power conversion of the DSSC with structure of ITO/TiO2/ MIP /electrolyte/ Pt. It was
found out that the efficiency increased with increasing of the MIP concentration. The
device fabrication and its performance relationship with the concentration will be
discussed.
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2. Experiment

2.1. Preparation of TiO2microtablet

TiO2microtablet on ITO substrate was prepared using a liquid phase deposition method
at room temperature by immersing a cleaned ITO substrate into a growth solution that
contains 5 mL of 0.5 M ammonium hexafluorotitanate((NH4)2 TiF6) purchased from
Sigma - Aldrich), and 5 mL of 1.0 M Boric Acid, (H3BO3, RM Chemicals). The substrate
was positioned vertically in the solution by hanging the substrate with an adhesive
tape. The reaction was kept undisturbed for 4h. After that, the substrate was taken
out from the solution and washed with a copious amount of pure water. Then, the
sample was annealed at 400 ∘C for l h to obtain an anatase phase.

2.2. Preparation of CH3NH3PbI3

The CH3NH3PbI3perovskite was prepared using the following step. Firstly,30 mL of
hydro iodic acid and 27.8 ml methylaminewere mixed together and stirred in ice bath
for 2 h. The resulting solution was then evaporated by using a rotatory evaporator
operated at 50∘C for 2h. The powder of CH3NH3I was then obtained using this approach.
The powder was wash for three times in diethyl ether, and then dried under vacuum
for 1 h. To prepare theMIPwith different concentration,0.1 g of CH3NH3I wasmixedwith
different concentration of PbI2, namely 0.2, 0.4, and 0.1M, in 20mL dimethylformamide
where the reaction was carried out for 15 h at 60 ∘C.

2.3. PSC device

PSC with structure of ITO /TiO2/ perovskite/ electrolyte /Pt was fabricated. Prior to the
reaction, preferably the perovskite was deposited onto the TiO2microtablet by immers-
ing the TiO2modified ITO substrate into the perovskite solution for 1h at room tempera-
ture. By taken the sample out and dried on a hotplate at 50∘C for 15min, thin film of per-
ovskitewas successfully grown on TiO2microtablet. The PSC device was then prepared
by clamping the substrate together with a Pt nanostructure electrode grown on ITO
substrate(thickness approximately150nm). An electrolyte containing iodide/triiodide
redox couplewas then injected into the space between the platinum counter electrode
and the photoanode. The active area of the cell was 0.25cm2.

3. Result and Discussion

We have successfully grown the TiO2microtablet on the ITO surface using the LPD
method (see Fig.1A). From the Fig. 1A it can be seen that the TiO2 microstructure
actually composed ofuniquely quasi square shape of a tablet-like structure that grow
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Figure 1: FESEM image of TiO2microtablet(A) and TiO2–covered MIP(B). (C) EDX result of TiO2covered MIP.
Scales bar is 2 𝜇m in A and B, respectively.

CH3NH3PbI3
concentration
(M)

𝜂(%) J𝑠𝑐
(mA/cm2)

V𝑜𝑐(V) FF R𝑠
(Ωcm−2)

R𝑐𝑡
(Ωcm−2)

0.2 0.01 1.59 0.38 0.01 114 1891

0.4 0.05 1.06 0.54 0.09 104 1820

1.0 0.21 0.3 0.46 1.52 109 1228

T˔˕˟˘ 1: Photovoltaic parameters of CH3NH3PbI3 with three different concentrations as sensitizer for PSC
device.

in high density on the substrate surface. These compactly grown microtablets are
randomly arranged on the substrate surfacewithout a particular orientation growth. As
also can be seen in the Fig.1A the TiO2microtablet has covered the ITO surface without
the presence of any crack or open surface. The average diameters and thickness of
TiO2microtablet was found to be ca. 2.78 and ca. 4.35 𝜇m, respectively. The thickness
obtained for TiO2microtablet in this study is suitable for DSSC application [1,5]. Thus,
we expect promising performance can be achieved utilizing TiO2microtablet as pho-
tovoltaic material for DSSCs application. Fig.1 B shows the FESEM images of the MIP
layer grown on the TiO2microstructure thin film. As can be seen from image, the MIP
layer homogeneously covers the TiO2microtablet, leaving no exposed TiO2structure.
This condition should be useful for DSSC application [9].
The energy dispersive X-ray (EDX) spectrometry has been used to verify the forma-

tion of MIP TiO2microtablet (Fig.1C). As the Fig.1C reveals, there are three main peaks
which are related to the elements exists in the perovskite structure of CH3CH2PbI2
namely C, Pb and I. Other than these three main elements, the peaks represent Ti
and O elements were also observed in the EDX spectrum. From the spectrum, we
can conclude that the sample prepared is in high quality as no peaks related to the
impurities were observed.
TiO2microtablet was then used as photoanode in the study of the effect of MIP

concentration on the performance of the PSC. Figure 2 shows typical PSC, utilizing three
different concentration of MIP response under a simulated AM 1.5G sunlight irradiation.
The photovoltaic parameters of PSC are recorded in table 1. As can be seen from Figure
2, the PCE increasedwith the increasing ofMIP concentration .The highest performance
was obtained using MIP with concentration of 1M with PCE recorded for this device
is 0.21 %.The increase of the performance can be associated with the decreasing of
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Figure 2: (J−V) characteristics of CH3NH3PbI3 with different concentrations as sensitizer for PSC device.

Figure 3: EIS spectra of CH3NH3PbI3 with different concentrations as sensitizer for PSC device.

device R𝑐𝑡 resistance (discussed later in EIS section). However, the performance of the
device dramatically drops when MIP with concentration higher than 1M was used. At
this condition, the quality of the thin film is low, causing a high recombination rate and
the series resistance [3,6] contributing the decrease in PCE of the device.
EIS measurement was carried out to confirm these phenomena. Figure 3 shows a

typical Nyquist plot for impedance spectra of TiO2microtablet based PSC device with
different concentration of MIP. The frequency use is from 0.1 to 106Hz with alternating
current (ac) amplitude of 400 mV. Here, we will denote that the charge transfer resis-
tance (R𝑐𝑡) is attributed to the charge transfer process at the interface betweenTiO2
/perovskite layer/ electrolyte. From the spectra we can see that the R𝑐𝑡 decreased

DOI 10.18502/keg.v1i1.502 Page 4



 

ICoSE Conference Proceedings

Figure 4: PL spectra of CH3NH3PbI3perovskitewith various MIP concentrations as sensitizer in PSC device.

with the increasing of the concentration of MIP. The low R𝑐𝑡 for the device utilizing
1.0 M MIP indicates lower recombination phenomena that will contribute to a higher
lifetime of exciton in the device [7].
To further verify the recombination phenomena of MIP as a sensitizer on TiO2

microtablet PSC device, we carried out the photoluminescence (PL) characterization.
The characterization was carried out using an excitation wavelength of 300 nm.
The PL spectra of PSC device with different concentration of MIP are shown Fig.
4. PL analysis confirmed that the recombination is decrease with the increase of
MIP concentration. This can be seen by the decreasing of the PL intensity upon
the increase of MIP concentration, indicated by the decreasing of red emission as
concentration of MIP layer increased .The decreasing of the red emission also indicates
the MIP layer of higher concentration has a good crystal quality [8]. Besides, PL curves
quenching behavior when MIP layer with higher concentration used shows a good
charge transport process, leading to a higher performance of PSC device [4, 5].

4. Conclusion

We found that the performance of PSC increases with the increasing of the MIP con-
centration. EIS and PL analysis shows that by effectively incorporating MIP into PSCre-
sulthigh excitonlife time and lowers the recombination. Thus, improved performance
of the PSC device is achieved.
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Abstract Alloys of cobalt samarium (Co-Sm) in the form of thin films were fabricated
using dc magnetron sputtering technique. The films were fabricated as a function
of samarium concentration ranging from 0 to 28 at.% in order to investigate the
relationship between microstructure, coercivity and magnetic domain structure.
Magnetic domain structures in the films have been studied by Lorentz microscopy
using transmission electronmicroscopy (TEM). In this technique, the TEMwas operated
in the defocused mode. The results show that the magnetic image of Co90Sm10film
has fairly coarse structure with magnetization ripple and the domains ranging over
200-300 nm. The domain size is much larger than the grain size of Co90Sm10 film.
The “multiparticle” or interaction domains suggested that there is strong exchange
coupling between the magnetization of the neighbouring grains inside each of them.
The hysteresis loop for this film shows a small coercivity with high magnetization
value and high loop squareness, indicating a greater proportion of magnetic material.

Keywords: CoSm thin films, coercivity, magnetization, domain, and loop squareness

1. Introduction

The relationship between microstructure and magnetic anisotropy or coercivity in
magnetic materials with magnetic domain configuration especially when the materials
in the form of thin films has long been a subject of interest for their potential applica-
tions such as high density magnetic recording media. According to previous researcher
[1] magnetic recording media for high-density magnetic data storage with low noise
require a material consisting of small and magnetically isolated grains. In small grain
sizes of about 10 nm or below, high magnetocrystalline anisotropy is needed in order
to avoid thermal fluctuation that tends to destabilize themagnetization of the recorded
bits [2]. Early attempts to grow CoSm alloys in the form of thin films exhibiting large
coercivity values and could be used as a high-density magnetic recording medium
were carried out by some researchers [3]. Some recording experiments have been
investigated, for example, by Velu and Lambeth [4] and Velu et al. [5]. However,
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the growth characteristics of CoSm alloys including the concentration range [6], the
epitaxial relation between CoSm alloy films and underlayer materials [7], interaction
effects [8], and the magnetic switching volume [9] suggest that improved magnetic
properties of CoSm films could be obtained by utilization and optimisation of appro-
priate deposition conditions.
It is well known that magnetic properties of thin magnetic layers have predomi-

nantly affected by several parameters such as preparation conditions, films fabrica-
tion methods and utilization of underlayer materials. In order to obtain high density
magnetic recording with low noise media it is necessary to have thin films with high
coercivityandloop squareness and reduced magnetic domain size. Therefore, under-
standing domain size relationship with coercivity is one of the important steps in
further development of high density magnetic recording media. The morphology of
rich nonmagnetic phase andmagnetic domain configuration are important since these
phase can act as the nucleation sites of reverse domains. This phenomenon should be
understood in order to obtainthe best method in developing higher coercivity values
of magnetic thin films. Observed magnetic domain structure is one of the methods to
studythe mechanisms of magnetic reversal in magnetic thin films. Previous researcher
[10] have studied and observed magnetic domains of some ferromagnetic alloys in the
form of thin films. Observations and analyses of magnetic domain structure for thin
films have been studied by variety of method [11,12].

2. Experimental Procedures

Alloys of cobalt samarium in the form of thin films were fabricated by depositing Sm
and Co onto Si (100) substrates using dc magnetron sputtering technique at JOULE
laboratory Salford University UK. Themagnetron sputtering system that has been used
in this work was an Ion Tech 2000 UHV Deposition System available at Salford Uni-
versity. A pneumatically actuated gate valve isolates these two chambers. The sput-
tering system has a rotating carousel and shutters controlled by computer and able
to fabricate the films with varying input power for Co and Sm targets. The pressure
inside the sputtering chamber prior to deposition was 5 x 10−8 mbar. The films were
fabricated as a function of samarium concentration ranging from 0 to 40 at. % under
the sputtering condition of 12 x 10−−3 mbar argon gas pressure. The base pressure
inside the sputtering chamber prior to deposition was 5 x 10−8 mbar.Magnetic domain
structures in the films have been studied by Lorentz microscopy using transmission
electron microscopy (TEM, JEOL 3010, with in situ ion beam bombardment for radiation
damage studies). In this technique, the TEM was operated in the defocused mode. The
compositions of CoSm films were analysed by energy dispersive spectroscopy (EDS).
Magnetic properties such as coercivity (Hc), loop squareness (S) of the films were
measured using alternating gradient force magnetometer (AGFM).

3. Result and Discussion
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Figure 1: Magnetic domain structure of (a) Co90Sm10 and (b) Co80Sm20 films observed using Lorentz
microscopy.

3.1. Magnetic Domain Structure

The effects of the CoSm film composition on magnetic domain structure are analysed
through the Lorentz microscopy technique using electron transmission microscopy
(TEM). In this technique, the TEM was operated in the defocused mode. Figure 1A and
(B) show Lorentz microscopy images for Co90Sm10 and Co80Sm20 thin films respectively.
The magnetic image of Co90Sm10film shows a fairly coarse structure with magnetiza-
tion ripple and the domains ranging over 200-300 nm. Here the domain size is much
larger than the grain size of Co90Sm10 film (Fig. 2). The “multiparticle” or interaction
domains shown in Fig.1a suggest there is strong exchange coupling between the
magnetization of the neighbouring grains inside each of them. The hysteresis loop for
this film (Fig. 4A) shows a small coercivity with high magnetization value and high
loop squareness, indicating a greater proportion of magnetic material. The film with
increased Sm concentration exhibits a very fine micromagnetic structure with less well
defined magnetic domains and domain walls. This can be seen in Fig. 1B.

3.2. Microstructural Properties of Samples

The TEM image shown in Fig 2A reveals the detailed microstructure of a Co90Sm10 film.
The grains are non-uniform with irregular shapes and are identified by similar lattice
fringes observed in the HRTEM image. Each grain is separated from the adjacent grain
by grain boundaries labelled by letters GB. These grain boundaries are several nmin
width, have darker contrast and are supposed to contain amorphous material with-
out an obvious crystal structure. This film contains small crystals (nanocrystals) with
lattice fringes as indicated by arrows.Co80Sm20 films show remarkably different grain
morphology as shown in Fig. 2B. The film contains smaller (3-5 nm) size nanocrystals
with distorted lattice fringes surrounded by disorderedmaterial as indicated by arrows.
The electron diffraction pattern from this film shown diffuse rings characteristic of
amorphous material.Moreover, it is clear that lattice fringes become less visible as Sm
concentration is increased, indicating a highly defective increasingly amorphous state.
Further increase of Sm concentration leads the distorted lattice fringes to completely
disappear as shown in Fig.2C. This indicates that at higher Sm concentration the film
becomes almost completely amorphous. This result is supported by the selected area
diffraction patterns inserted in Fig. 2C showing extremely diffuse rings. The decrease
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Figure 2: TEM image of (A) Co90Sm10 film showing the crystallites in the amorphous matrixwith grain
boundaries labelled by letters GB, (B) Co80Sm20 film showingmore uniform grainswhich arewell separated
from their neighbours and (C) Co72Sm28 thin film. Arrow indicates nanocrystals.

in the coercivity of CoSm films for Sm concentration beyond 20 at. % is attributed to
the inception and completion of the amorphous state.

3.3. Magnetic Properties

The magnetic properties such as coerciviy of the CoSm thin films were obtained from
alternating gradient force magnetometry (AGFM) measurement. Fig. 3 shows the
important effect of Sm concentration on the coercivity of CoSm thin films. As seen with
an initial increase of samarium concentration, the coercivity increases and reaches a
maximum value at around 19 - 22 at. % Sm, followed by a decrease with further
increase in Sm concentration. Thecoercivity maximum at 19 - 22 at. % Sm was found
to lie between the crystalline Co5Sm and Co7Sm2 compound compositions.
The convex dependence of coercivity on the samarium concentration is governed

by several mechanisms depending on samarium concentration of the films. In the
range between 0 and 20 at. % Sm, the average grain size increases slightly as shown
in the TEM micrographs in Fig. 2, while the grain separation also increases with the
addition of Sm concentration from 0 to 20 at.%. The grain distribution for the film
with Sm concentration of 20 at. % is more uniform than that of film with lower Sm
concentrations i.e., 10 at. %. Moreover, the degree of crystallinity decreases as Sm
concentration is increased. Thus the increase of coercivity in this range can be qualita-
tively understood in terms of the combined effect of initial increase in size of relatively
tightly coupled grains followed by the increase in grain separation, which ultimately
reduces exchange coupling between weakly coupled grains or clusters and uniformly
sized grains. However, in the rangebetween 20 and 40 at. % Sm, the size continues to
decrease. This result is supported by the selected area diffraction (SAD) pattern where
the diffraction rings become broader inserted in Fig.2, suggesting that the degree of
crystallinity decreases as Sm concentration is increased. This effect could certainly
lead to the decrease in the coercivity for the films with Sm concentration of more
than 20 at. %. Moreover, the convex dependence of coercivity on Sm concentration
could be related to retained regions of the Co17Sm2, Co5Sm and Co7Sm2phases. These
are marked on Fig. 3. The highest value of the coercivity of CoSm thin films which
is obtained in the region around Co80Sm20 is close to the putative Co5Sm and Co7Sm2
phase boundary.

DOI 10.18502/keg.v1i1.503 Page 4



 

ICoSE Conference Proceedings

Figure 3: The coercivity of Co100−𝑥Sm𝑥 thin film as a function of Sm concentration (at. %).

Figure 4 shows typical hysteresis loops measured by AGFM for three representative
compositions of Co100−𝑥Sm𝑥 alloy thin films; for x =10 the film exhibits low coercivity,
x = 20 gives high coercivity and x = 40 much lower coercivity. For the film with low
samarium concentration (10 at. % Sm) shown in Fig. 4 (a), the coercivity is small (340
Oe). The hysteresis loop is almost square with squareness or remanenceratio (M𝑟/M𝑠)
of nearly unity. As already stated, when the concentration of samarium is increased
to 20 at.%, the coercivity is at its highest ( 1254 Oe) with a remanence ratio less than
unity as shown in Fig 4(b). Fig. 4(c) shows the hysteresis loop for a film with samarium
concentration of about 40 at.% which corresponds to a coercivity of 160 Oe. It is worth
noting that in this hysteresis loop the squareness is much less then unity and contrasts
strongly with that in Fig 4(a).
The variation in hysteresis loop squareness (S) as a function of the Sm concentration

of the films is shown in Fig. 5. The loop squareness is found to decrease as the Sm
concentration is added. One possible mechanism for the higher S values in low Sm
concentrations is a greater exchange coupling interaction resulting from a small grain
separation as evident in TEM images (Fig. 2). This is supported by the large domain size
as shown in Fig. 1(a). The generally lower loop squareness (S) observed in the films
with higher Sm concentration can be attributed to less interaction between grains. This
was supported by the small domain size as shown in TEMmicrograph (Fig.1b) obtained
for these films, which is typical of more isolated micromagnetic units. This result is in
agreement with the observation by previous researcher [13].

4. Conclusion

The domain size of cobalt samarium alloy (Co90Sm10) is much larger than the grain
size of that alloy in film. The “multiparticle” or interaction domains suggest there is
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Figure 4: Hysteresis loops for Co100−𝑥Sm𝑥 thin film with varying samarium concentration (a) x=10, (b) x=20
and (c) x=40.

Figure 5: Variation of squareness (S) as a function of samarium concentration.

a strong exchange coupling between the magnetization of the neighbouring grains
inside each of them. The hysteresis loop for this film shows a small coercivity with
high magnetization value and high loop squareness, indicating a greater proportion of
magnetic material. It is probable that the domain boundaries occur at grain boundaries
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where the intergranular exchange coupling is not strong.The film with increased Sm
concentration exhibits a very finemicromagnetic structure with less well definedmag-
netic domains and domain walls. For films with Sm concentration of 28 at. % andmore,
no Lorentz image could be observed, implying that the film has very small domains
and/or for very low magnetization both of which make it difficult to resolve by any
contrast Lorentz microscopy. The maximum value of the film’s coercivity lies between
the Co5Sm and Co7Sm2 equilibrium compound compositions. This behaviour could be
due to a contribution of high magnetic anisotropy from small regions of Co5Sm; no
evidence of this compound was found in the electron diffraction patterns.
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Abstract We have performed DFT calculations of electronic structure, optical
properties and photocatalytic potential of the low-index surfaces of CuO.
Photocatalytic reaction on the surface of semiconductor requires the appropriate
band edge of the semiconductor surface to drive redox reactions. The calculation
begins with the electronic structure of bulk system; it aims to determine realistic input
parameters and band gap prediction. CuO is an antiferromagnetic material with strong
electronic correlations, so that we have applied DFT + U calculation with spin polarized
approach, beside it, we also have used GW approximation to get band gap correction.
Based on the input parameters obtained, then we calculate surface energy, work
function and band edge of the surfaces based on a framework developed by Bendavid
et al ( J. Phys. Chem. B, 117, 15750-15760) and then they are alignedwith redox potential
needed for water splitting and CO2 reduction. Based on the calculations result can be
concluded that not all of low-index CuO have appropriate band edge to push reaction
of water splitting and CO2 reduction, only the surface CuO(111) and CuO(011) which
meets the required band edge. Fortunately, based on the formation energy, CuO(111)
and CuO(011) is the most stable surface. The last we calculate electronic structure
and optical properties (dielectric function) of low-index surface of CuO, in order to
determine the surface state of the most stable surface of CuO.

Keywords: Cupric oxide, DFT, dielectric function, GW approximation, photocatalytic
potential.

1. Introduction

Photocatalytic reaction on the surface of semiconductor requires the appropriate pho-
tocatalytic potential or band edge of the semiconductor surface to drive redox reac-
tions. The necessities that the conduction band minimum (CBM) have to lie above
the reduction reaction potential and the valence band maximum (VBM) have to lie
below the oxidation reaction potential. DFT calculation provides a theoretical mean to
calculate the band edge potential of material. But we cannot perform the calculation
through bulk system, because, within a periodic DFT calculation of bulk, the eigen-
values are not properly referenced to any absolute scale. However, when the DFT
calculations performed onslabsystemwhich consists of an infinite surface and vacuum,
the eigenvalues will be referring to the vacuum potential [1]. The next problem is
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(a) (b) (c)

(d) (e) (f)

Figure 1: The extended structure of CuO surface (2x2); CuO(111) (a), CuO(011) (b), CuO(101) (c), CuO(010)
(d), CuO(1̄11) (e), and the unit cell of bulk and antiferromagnetic spin ordering (f).

the DFT calculation of VBM and CBM often doesn’t show the actual value, because
the weakness of the DFT in predicting bandgap of strong electron correlation system.
Fortunately, Perdew and Levy showed that the band gap center (BGC) can be predicted
exactly using DFT [2].
Cupric oxide or tenorite (CuO) has been attractive attention because of its interesting

properties as a p-type semiconductor with a narrow band gap (1.2-1.7 eV). CuO has
been used as an effective modifier of photocatalyst TiO2 and ZnO in water splitting
and CO2 reduction system. In this paper we will calculate surface energy, work func-
tion, photocatalytic potential, electronic and optical properties theoretically from first
principle.

2. Computational Method

Spin-polarized calculations based on density functional theory are performed using
the Quantum Espresso package [3]. Generalized gradient approximation (GGA) based
on the Perdew–Burke–Ernzerhof (PBE) functional is used for the exchange-correlation
energy. The projector augmented wave (PAW) and norm conserving (NC) method is
used to describe the ionic core pseudopotential. CuO has a monoclinic structure with
space group C2/c1 (a = 4.690 Å, b = 3.420 Å, c = 5.131 Åand 𝛽 = 99.540∘). The CuO
surface is modeled by at least five layers a 1 × 1 unit cell (see Fig.1). The Brillouin zone
is sampled using 4 × 4 × 1Monkhorst–Pack k-points. Surface relaxation is considered by
optimizing the two topmost layers of the surface and keeping the other layers in their
bulk parameters. One shot GW method or G0W0 approximation and optical properties
calculation are conducted using Yambo package [4]. Herewe have calculated the prop-
erties of CuO surface, namely work function, surface formation energy, photocatalytic
potential, electronic properties and optical properties
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The calculation of electronic structure of bulk is performed using DFT+U and GW
method to predict theoretical band gap. Based on the realistic value of computed
bandgap, the band edge of CuO is calculated using Eq.1. Band gap center (E𝐵𝐺𝐶)
obtained from DFT calculation of CuO surface have to be referenced to vacuum
potential that can be calculated by measuring electrostatic potential of the surface
[1].

𝐸𝑉𝐵𝑀 = 𝐸𝐵𝐺𝐶 − 1
2𝐸𝑔,

𝐸𝐶𝐵𝑀 = 𝐸𝐵𝐺𝐶 + 1
2𝐸𝑔.

(1)

The next calculations are work function (𝜙) and surface energy (𝛾). Work function is
defined as the difference in energy between an electron at rest in the vacuum and an
electron at the Fermi level. Whereas, surface energy is defines as the excess energy
at the surface of a material compared to the bulk. Fermi level in semiconductor often
define as VBM (the highest occupied eigenvalue). Work function and surface energy
for stoichiometric surface are calculated using Eq.2 and Eq.3, respectively [1,5].

𝜙 = 𝐸𝑣𝑎𝑐 − 𝐸𝐹 , (2)

𝛾 = 1
2𝐴 [𝐸𝑠𝑢𝑟𝑓 −

𝑁𝑠
𝑁𝑏

𝐸𝑏𝑢𝑙𝑘] , (3)

where E𝑠𝑢𝑟𝑓 is the total energy of stoichiometric slab, E𝑏𝑢𝑙𝑘is the total energy of bulk,
A is the unit surface area, N𝑠 is the number of atoms in slab, and N𝑏 is the number of
atoms in bulk.

3. Photocatalytic Potential

The calculation begins with the electronic structure of bulk to predict theoretical band
gap using DFT+U and G0W0 method. Hubbard potential (U) in this calculation is applied
simultaneously to the Cu 3d and O 2p state. The G0W0correction is carried out on the
top of DFT+U calculation. The acceptable value of U is constrained by the valid value of
calculated local magnetic moment of atom. The experimental data for band gap of CuO
is about 1.67 eV at zero Kelvin temperature [6] and local magnetic moment of atom Cu
(𝜇) is about 0.62 up to 0.74 𝜇𝐵 [7,8]. Table 1 show that the value of theoretical bandgap
calculated in DFT+U method is still underestimate, but the G0W0 over DFT+U can open
the band gap approaching the experimental result.
To calculate band edge, firstly we have to calculate the reference vacuum potential

that can be obtained by calculating electrostatic potential of CuO surfaces in DFT+U
framework. The electrostatic potential was averaged in the x and y directions to get
the potential along the z direction. Fig. 2 shows a method of how to calculate E𝐵𝐺𝐶 and
E𝑉𝐵𝑀 that are referenced to E𝑉𝐴𝐶 of CuO(111) surface from electrostatic potential.
Once we get E𝐵𝐺𝐶 and band gap we can calculate the band edge position by apply-

ing Eq.1 and based on calculated E𝑉𝐵𝑀 (with assumption that E𝐹≅E𝑉𝐵𝑀), we also can
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Method 𝜇-Cu [𝜇𝐵] Direct band gap [eV] Indirect band gap [eV]

DFT+U, U=1 0.67 0.63 0.38

DFT+U, U=3 0.74 1.66 1.41

DFT+U+G0W0,U=0.3 - 1.50 2.37

DFT+U+G0W0,U=0.35 - 1.69 2.47

DFT+U+G0W0,U=0.4 - 1.77 2.51

T˔˕˟˘ 1: Band gap and local magnetic moment of CuO calculated in DFT+U and G0W0 method calculations.

Figure 2: Calculated electropotential along z-axis of CuO(111) surface using DFT+U.

compute work function (𝜙) by following Eq. 2. Finally, to know the most probable or
most energetically favorable surface we calculate surface energy through Eq.3. Table
2 shows the calculated work function, E𝐵𝐺𝐶 , E𝑉𝐵𝑀 , E𝐶𝐵𝑀 and surface energy of CuO
surfaces. From the result we can see that CuO(111) have the lowest surface energy, this
is indicate the CuO(111) is the most stable surface, CuO(101) have the lowest energy
needed to extract an electron from the bulk crystal indicated by the lowest work
function, CuO(1̄11) have the lowest E𝑉𝐵𝑀 , and CuO(101) have the highest E𝐶𝐵𝑀 .
In Fig. 3, we compare the photocatalytic potential of CuO surfaces with redox poten-

tial of water and reduction potential of CO2/CH3OH in pH=7.0 (by assumption the

Surface Work Function
(𝜙) [eV]

Band gap Center
(E𝐵𝐺𝐶) [eV]

E𝑉𝐵𝑀 [eV] E𝐶𝐵𝑀 [eV] Surface Energy
(𝛾) [ J/m2]

CuO(111) 5.22 -4.82 -5.66 -3.99 0.38

CuO(1̄11) 5.71 -5.75 -6.58 -4.91 0.82

CuO(010) 5.67 -5.29 -6.13 -4.46 1.02

CuO(101) 4.68 -4.23 -5.07 -3.40 0.89

CuO(011) 5.31 -4.81 -5.64 -3.97 0.60

T˔˕˟˘ 2: Work Function and Surface Energy of CuO calculated within in DFT+U.

DOI 10.18502/keg.v1i1.504 Page 4



 

ICoSE Conference Proceedings

Figure 3: Calculated band-edge position of CuO surfaces in comparison to redox potential of H2O/O2,
H2O/H2, and CO2/CH3OH at pH = 7 (refers to AVS: absolute vacuum energy scale).

Figure 4: Calculated DOS of surface CuO(111) and bulk.

pH of neutral CuO surfaces are 7.0). It is appears that not all of low-index CuO have
appropriate band edge to push reaction of water splitting and CO2 reduction, only the
surface CuO(111) and CuO(011) which meets the required band edge. Fortunately, based
on the surface energy, CuO(111) and CuO(011) is the most stable surface.

4. Electronic and Optical Properties of Surface

Here we consider electronic and optical properties of the most stable surface CuO(111).
The electronic properties are computed using DFT+U, while the optical properties are
calculated by solving BSE (Bethe Salpeter Equation).
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Figure 5: Calculated dieletric function 𝜖’ (a) and 𝜖” (b) for different light polarization, x-polarization are
represented by blue lines and y-polarization are represented by red lines.

In Fig. 4, DOS (density of state) of bulk CuO and surface CuO(111) are presented. It
appears a new state or surface state in the band gap. The surface state have impor-
tant role in photocatalyst, it act as intermediate or trapping state which will reduce
recombination rate, so that the electron and hole have more possibility to interact
with reactant.
Fig. 5 shows the calculated dielectric function 𝜖(𝜔) that consist of 𝜖’ (dispersive or

real part of 𝜖) and 𝜖” (absorptive or imaginary part of 𝜖). Herewe compare between the
dielectric function with different light polarization, namely x-polarization (𝜖𝑥𝑥) and y-
polarization (𝜖𝑦𝑦). Both of dielectric functions for different polarizations are not identic,
this indicates an anisotropy feature of the surface that related (suggested) to the
present of surface state [9]. For further analysis of this feature we need RAS (reflected
anisotropy spectroscopy).

5. Summary

We have performed DFT calculations of photocatalytic potential, electronic structure,
and optical properties of low-index surfaces of CuO. Our calculation show that the cal-
culated photocatalytic potential of CuO (the most stable surface CuO(111)) is sufficient
to push reaction of water splitting and CO2 reduction. New state on band gap and
anisotropy feature of dielectric function for different light polarization is suggested
related to surface state of CuO(111).
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Abstract Electrolyte plays a key role in lithium-ion battery system.Safety and
reliability factor was the main background of the development of solid polymer
electrolyte as a substitute the conventional electrolyte in liquid form. Preparation
and characterisation of a polymer electrolyte system based on lithium bis(oxalato)
borate or LiBOB salt and PVdF as the host matrix has been performed. LiBOBsalt
and PVdFpolymer were dissolved in DMAC solvent followed bysolid polymer
electrolyte forming by means of doctor blade method. The membranes obtained
were characterised by FT-IR, XRD, and EIS. It was shown that the electrolyte exhibited
higher room ionic conductivity with the increase of salt concentration, with highest
conductivity value of 1.22 × 10−6 Scm−1 for 70% LiBOB concentration.

Keywords: doctor blade, polymer electrolyte, LiBOB, PVdF

1. Introduction

The necessity of the sources of renewable energy is increasing with the development
of portable electronic gadgets as well as electrical vehicles. Rechargeable lithium-ion
battery or secondary battery has takenmany attention because its high energy density
and long life cycle [1]. Electrolyte contributes greatly in a lithium-ion battery system
in terms of ion transport. Liquid electrolyte commonly used by lithium-ion batteries
consists of electrolyte salts such as lithium hexafluorophosphate (LiPF6) and carbonate
solvents such as ethylene carbonate (EC), propylene carbonate (PC), dimethyl car-
bonate (DMC), ethyl methyl carbonate (EMC), or diethyl carbonate (DEC). LiPF6 has
conductivity as high as > 10−2 Scm−1 in room temperature, but low thermal stability
at high temperature; [2] its decomposition yields HF that has destructive properties
towards battery cathode cells [3].
Since its invention by Lischka et.al, [4] new electrolyte saltLiBOB has been devel-

oped as LiPF6 substitute [5]. Conductivity of LiBOB is relatively lower than LiPF6
(approximately 6 × 10−3 Scm−1) but it has better thermal stability as well as capacity
retention compared to LiPF6 [6,7]. Lithium-ion battery requires reliability at high
temperature such as for electric vehicle and oil and gas application, therefore safety
issue is considered an important factor. Safety and reliability factor was the main
background of the development of solid polymer electrolyte as a substitute the
conventional electrolyte in liquid form. Batteries with liquid electrolyte in carbonate
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solvent is potentially explosive because thematerials are volatile and easily flammable
at temperature higher than 60𝑜C, therefore polymer electrolyte has been widely
developed as a safer alternative [8].
Polymer electrolyte was widely developed to obtain more compact and lightweight

lithium-ion battery, but compliedwith safety requirements [9]. PVdF has some benefits
compared to other polymers, e. g higher dipole moment and dielectric constant, which
are important factors for lithium salt ionization [10]. Besides, PVdF is also advanta-
geous in terms ofmechanical strength, electrode-electrolyte interaction, good porosity
control in multiple polymer/solvent system, and high anodic stability due to -C-F-
bondswhich has strong electron-withdrawing properties [11]. In its development, there
are three kinds of polymer electrolyte: dry solid polymer electrolyte, gel polymer
electrolyte, and porous polymer electrolyte [12]. Dry solid polymer electrolyte system
was chosen for this experiment due to its simplicity in structure and higher mechanical
strength compared to gel polymer electrolyte [13]. From the characteristics of elec-
trolyte salts and polymers in lithium-ion battery system, PVdF and LiBOB were chosen
as polymer host and carrier, respectively. The purpose of this experiment is to obtain
PVdF and LiBOB-based solid polymer electrolyte and to study the effect of LiBOB salt
addition in solid polymer electrolyte system.

2. Experimental Method

LiBOB salt was synthesized using solid state reactionaccording Wigayati, et.al. [14].
Precursor All materials were obtained from Merck Millipore and Sigma Aldrich, with
purity of > 98%.PVdF was dissolved in DMAC and mixed at 70𝑜C temperature. LiBOB
salt with varied ratio was then added into the solution. PVdF-LiBOB solutionwas casted
on a glass substrate using doctor blade technique with 400 𝜇m thickness and dried in
room temperature with low humidity.
The formedmembranewas dried in the oven to evaporate excess solvent.The phase

and crystal structure of polymer electrolyte was observed using X-Ray Diffraction
(XRD)Rigaku type Smartlab under Cu K𝛼 radiation within 2𝜃 range of 0-80𝑜.Functional
groups and intermolecular binding were observed using Fourier Transform Infra-Red
(FT-IR) Thermoscientific type Nicolet iS-10 with attenuated total reflectance (ATR)
method, operated at wave number range of 4000 – 600 cm−1.
Impedance test of polymer electrolyte was performed using Hioki LCR HiTester type

3522-50. The measurement of bulk resistance (Rb) can be determined from Cole-Cole
plot obtained from impedance test. Hence, the conductivity (𝜎) was calculated using
simple formula 𝜎 = L/(Rb x A), with L and A are sample thickness and surface area of
the stainless stel plate, respectively.
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Figure 1: FT-IR characterisation of (a) commercial, and (b) synthesized LiBOB.

(a) (b)

Figure 2: XRD characterisation of (a) commercial and (b) synthesized LiBOB.

3. Results and Discussion

3.1. Characterisation of synthesized LiBOB

Crystal structure, composition, and functional groups of synthesized LiBOB were pre-
sented in FT-IR and XRD analysis results at Fig. 1 and 2. It was shown in Fig. 1 that
functional groups formed in synthesized LiBOB were close in reference to commercial
LiBOB salt. [15]. Vibration peak at wave number 1750, 1640, and 1442 cm−1 indicate C=O
stretch, COO asymmetric stretch, and COO symmetric stretch, respectively. Fingerprint
region of LiBOB compound was characterised by vibration peak at wave number 1372,
1297, 1070, and 982 cm−1.
These peaks represented B-O stretch, C-O-B-O-C stretch, O-B-O symmetric stretch

and O-B-O asymmetric stretch, respectively. Vibration peak at wave number 3513 cm−1

represented O-H stretch, indicating that hydrate crystal was formed in LiBOB hydrate
phase. The appearance of this phasewas also observed in XRD analysis result as shown
in Fig. 2.
XRD diffraction pattern was illustrated in Fig. 2(a) for commercial LiBOB and Fig.

2(b) for synthesized LiBOB. Both figure of peak diffraction analysis exhibited LiBOB
and LiBOB hydrate phase. For commercial LiBOB in Fig. 2(a), LiBOB phase (ICDD/PDF4
#00-056-0139) [16] was indicated by three strongest lines at d-spacing 2.78, 4.42, and
4.58 Å. LiBOB hydrate phase (ICDD/PDF4 # 01-073-9447)[16] was indicated by three
strongest lines at d-spacing 2.62, 4.03, and 3.20 Å.
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Figure 3: X-Ray diffraction spectra for (a) 30%, (b) 50%, and (c) 70% LiBOB concentration.

For synthesized LiBOB in Fig. 2(b), LiBOB phase (ICDD/PDF4 #00-056-0139) [16] was
indicated by three strongest lines at d-spacing 4.57, 2.31, and 3.28 Å. LiBOB hydrate
phase(ICDD/PDF4 # 01-073-9447) [16] was indicated by three strongest lines at d-
spacing 3.75, 2.79, and 4.04 Å.

3.2. XRD analysis

X-Ray diffractograms of solid polymer electrolyte sample with 30%, 50%, and 70%
addition of LiBOB were illustrated at Fig. 5.
Diffraction peak analysis showed that 𝛽-PVdF phase which supposedly appeared at

2𝜃 = 20,9𝑜 did not appear because LiBOB crystal phase was more dominant at 2𝜃 range
of 5𝑜 to 45𝑜. This showed that LiBOB particle was distributed evenly within PVdF matrix
as polymer host [17].

3.3. FT-IR analysis

PVdF and LiBOB functional groups within solid polymer electrolyte system was pre-
sented at Fig. 6. It was seen that solid polymer electrolyte spectrum for 50% LiBOB
concentration was a combination of functional groups as well as fingerprints of pure
PVdF and LiBOB. Vibration peak at wavenumber 1810, 1633, 882, and 723 cm−1 were
typical fingerprint of LiBOB compound, which represented vibration of C=O oscilla-
tion, C-O-O assymetric stretch, O-B-O assymetric stretch, and C-O-O bending vibration,
respectively. Vibration peak of PVdF fingerprints were also seen at wavenumber 1403
cm−1 which was CH2 scissoring, and C-F stretch at 1074 cm−1. There were also typical
vibration peak of 𝛽-PVdF phase at 838 cm−1, which were CH2 rocking and assymetric
stretch of CF2 [18].
FT-IR spectrum comparison of PVdF-LiBOB solid polymer electrolyte system with

LiBOB concentration of 30%, 50%, and 70% was pas presented at Fig. 7. Vibration
peak showing C-O-O asymmetric stretch from LiBOB at wave number 1633 cm−1 was
seen more clearly with more LiBOB concentration.
Conversely, CH2 in-plane bending or rocking which was distinctive fingerprint of 𝛽-

PVdF phasewas evenmore reduced. This suggested that LiBOB particlewas distributed
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(a) (b)

Figure 4: FT-IR spectrum of (a) pure PVdF, pure LiBOB, and PVdF-LiBOB membrane, and (b) PVdF-LiBOB
membrane with LiBOB concentration of 70%, 50%, and 30%.

LiBOB content, % Conductivity, Scm−1

30 2.66 × 10−9

50 3.96 × 10−8

70 1.22 × 10−6

T˔˕˟˘ 1: Room temperature conductivity of PVdF-LiBOB solid polymer electrolyte.

evenly within solid polymer electrolyte system, as was also shown in the SEM scan
results of the membrane.

3.4. Electrochemical Impedance Spectroscopy analysis

The ionic conductivity of PVdF-LiBOB solid polymer electrolyte system was observed
using electrochemical impedance spectroscopy (EIS). Bulk resistivity value obtained
from the Cole-Cole plot was used to calculate the room temperature conductivity of
PVdF-LiBOBsolid polymer electrolyte, which result was presented on Table 1.
Impedance test exhibited increasing conductivity on addition of LiBOB salt. At 30%

salt concentration, LiBOB particle functioning as conductor was agglomerated within
polymer matrix as shown at Fig. 4. The highest conductivity at 70% salt concentration
was affected by higher amount of LiBOB particle distributed within PVdF polymer
matrix. Studies performed by Xi et.al [19] on characterisation of PVdF-LiClO4-based
solid polymer electrolyte in propylene carbonate (PC) solvent showed ionic conductiv-
ity as high as 1 × 10−5Scm−1at room temperature. Stephan and Nahm [20] also reported
similar result for PVdF-LiPF6-based solid polymer electrolyte system. PEO-LiClO4-based
solid polymer electrolyte system showed lower conductivity, i.e 1 × 10−8 Scm−1.

4. Conclusion

PVdF-LiBOB-based solid polymer electrolyte system has been synthesized and char-
acterised. Solid polymer electrolyte synthesized from PVdF polymer host and LiBOB
salt filler using doctor blade method was evenly distributed throughout the surface as
well as membrane layer. Even though the distribution of LiBOB particle was relatively
homogenous within PVdF matrix as polymer host, but at low salt concentration there
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was a possibility of agglomeration. The ionic conductivity of the solid polymer elec-
trolyte system increased with addition of LiBOB salt. The ionic conductivity of solid
polymer electrolyte system with 30%, 50%, and 70% salt concentration was 2.66
× 10−9, 3.96 × 10−8, dan 1.22 × 10−6 Scm−1respectively, at room temperature (25𝑜C).
The ionic conductivity of this solid polymer electrolyte system can be enhanced with
addition of filler and plasticiser.
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Abstract The synthesis of nanocrystalline BaFe12−2𝑥Co𝑥Ti𝑥O19with variations of x (x
= 0, 1, 2, and 3) have been investigated. The formation of polycrystalline samples
that the cationic of Co2+ and Ti4+ in Co-Ti substituted Fe in BaFe12O19 ferrites structure
were prepared by solid state reaction method. The crystal structure, microstructure,
and magnetic properties were characterized using powder X-ray diffraction, scanning
electron microscope (SEM) and permagraph meter, respectively. The results show that
the nanocrystalline BaFe12−2𝑥Co𝑥Ti𝑥O19 has single phase with polycrystalline structure,
the grain size decrease by doping, the coercivity (Hc) and saturation magnetization
(Ms) decrease with increasing Co-Ti substitutions.

Keywords: Nanocrystalline, polycrystalline, BaFe12O19 , coercivity, Co-Ti substitution

1. Introduction

Recently, investigations of barium ferrite BaFe12O19 as hard magnetic material has
been developed. The enhancement of magnetic properties such as saturated mag-
netization (Ms), remanence (Mr), and coercive force (Hc) become major interest to
be investigated. An effect of the various processes[1] and designing crystal structure
of the barium ferrite to magnetic properties were investigated systematically [2-5]. In
order to improve the magnetic properties, the nanocrystalline BaFe12O19 ferrites has
potential opportunity to be developed. As reported, the development of the barium
ferrite compositions were substituted by Ba and (Sr) [6-8]. In order to understand the
magnetic properties of BaFe12O19, the Fewas substituted by Al, Sn, NiSn, Ti, or Co[9-13].
Furthermore, the improvement of coercivity of BaFe12O19is needed to realize magnetic
absorption materials such as microwave [14-16].
In this report, we have synthesized nanocrystalline BaFe12−2𝑥Co𝑥Ti𝑥O19with x = 0, 1,

2, 3. The formations of polycrystalline samples that the cationic of Co2+ and Ti4+ in Co-Ti
substituted Fe in BaFe12O19 ferrite were prepared by solid state reaction method. The
crystal structure, microstrusture and magnetic properties of BaFe12−2𝑥Co𝑥Ti𝑥O19will be
discussed systematically.
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Figure 1: XRD patterns of BaFe12−2𝑥Co𝑥Ti𝑥O19 samples with x = 0, 1, 2, 3.

2. Experimental

Magnetic materials of the BaFe12−2𝑥Co𝑥Ti𝑥O19 samples with x = 0, 1, 2, 3 were syn-
thesized by ultrasonic mixing process from BaCO3, Fe3O4 (from iron sand), Co3O4, and
TiO2. The compositions and the stoichiometry of sampleswere diluted in demineralized
water. Then, the solution was calcinated at 750𝑜C for 30 minutes and sintered at 1100𝑜C
for 3 hours. The formations of polycrystalline samples that the cationic of Co2+ and
Ti4+ in Co-Ti substituted Fe in BaFe12O19 ferrite by solid state reaction method have
been obtained. The crystal structure of samples powders were investigated by X-ray
diffraction (XRD) Phillips diffractometer. The morphology was examined by JEOL JSM
5310LV scanning electron microscope (SEM). The magnetic measurement was carried
out by permagraph at room temperature.

3. Results and Discussion

The XRD pattern of the BaFe12−2𝑥Co𝑥Ti𝑥O19 (x=0, 1, 2, 3) ferrites. The peaks of hematite
(BaFeO) coincidewithmagnetite/iron sand (x=0). It’s believed thatmagnetite from iron
sand can be used for the barium ferrite. The peaks for the substituted barium ferrite
(x=1, x=2, and x=3) also coincide with non-substituted ferrite (x=0). The results prove
that formation of BaFe12−2𝑥Co𝑥Ti𝑥O19(x=0, 1, 2, 3) ferrites at 1100𝑜C can be synthesized.
It is 100𝑜C lower than classical barium ferrite. In the substituted barium ferrite, the
dopants of Co2+ and Ti4+ occupy the structure.
The XRD pattern of doped barium ferrite (x=1) is shown in Figure 2. The refinement

by HighScore Plus Version 3.0e PANalytical software indicates that the crystallite size is
50 nm. It’s confirmed that the BaFe12−2𝑥Co𝑥Ti𝑥O19 has polycrystalline structure.
The Figure 3 indicates that the microstructure of doped barium ferrite has different

grain size with undoped. The grain size decreases by increasing the doping, as result
the nanocrystalline structure has formed.
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Figure 2: The refinement of XRD data of BaFe12−2𝑥Co𝑥Ti𝑥O19(x = 1).

Figure 3: SEM photographs of BaFe12−2𝑥CoxTi𝑥O19 samples with x = 0, 1, 2, 3.

Figure 4 shows the hysteresis loops of the magnetic behavior of the as-synthesized
barium ferrite. Meanwhile, the table 1 is the datas for hysteresis loops of the barium
ferrite as shown in Figure 4. As can be seen in the Figure 4, the undoped barium ferrite
samples have larger coercive force (Hc), area, and the higher remanen (Mr) than doped
barium ferrite. The coercive force of barium ferrite (x=0) is about 85.06 kA/m. While,
the doped barium ferrites rapidly decrease up to 0.939 kA/m at x=1. The reduction of
the crystal anisotropy in x=1 cause the weak uni-axial anisotropy along the c-axis of
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Composition (x) Mr (T) Hc (kA/m) Ms (T) Mr/Ms (T)

0 0.045 85.060 0.124 0.365

1 0.020 0.939 0.084 0.234

2 0.004 24,028 0.024 0.159

3 0.005 23,987 0.015 0.372

T˔˕˟˘ 1: Data for hysteresis loops of the barium ferrite.

Figure 4: The room temperature hysteresis loops of BaFe12−2𝑥Co𝑥Ti𝑥O19 samples with x = 0, 1, 2, 3.

the doped barium ferrite. Substitution of Co-Ti decreases the coercive force of barium
ferrite significantly. Further, Co-Ti increases the coercivity Hc= 24.028 kA/m at x=2 and
Hc= 23,987 kA/m at x=3. These results were predicted due to increasing the crystal
anisotropy. Furthermore, the low coercivity explains that the doped barium ferrite is
the soft magnetic material.

4. Conclusions

In conclusions, the BaFe12−2𝑥Co𝑥Ti𝑥O19 with x = 0, 1, 2, 3 have been synthesized by
ultrasonic mixing process. According to XRD meansurement, the samples have formed
polycrystalline structure and the crystallite size about 50 nm. Meanwhile, the mag-
netic properties i.e. coercivity (Hc) and saturation magnetization (Ms) decrease with
increasing Co-Ti substitutions.
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Abstract A novel anatase TiO2 with nanostrawberry-like structure with high
porosityhas been synthesised on ITO, with the aid of microwave power in a very short
duration of 6minutes. The growth of these novel TiO2 nanostructures on ITO is attained
stoichiometrically by using ammonium hexafluorotitanate, Hexamethylenetetramine,
and Boric acid as precursor, capping agent, and reducing agent, respectively. Optical
absorption intensity and thickness of these nanostructure layers can be varied by the
growth time. A highly porous, 2.25 𝜇m thickest layer has been successfully synthesised
on ITO, andthe average diameter of these nanostructures was foundapproximately
70±2.5nm. These highly porous nanostructures are expected to begood candidate for
photocatlysis applications and efficient photovoltaic performances of dye sensitised
solar cells.

Keywords: Anatase TiO2nanostrawberry, Porous, Microwave assisted, Short duration,
Growth time effect, Optical absorption intensity.

1. Introduction

A wide range application of TiO2 as a semiconductor in photocatlysis [1], sensors [2],
optical devices [3], fuel cells [4], and dye sensitized solar cell [5] has made its research
worthy. It exists in three mineral forms, anatase, rutile, and brookite [6]. Among these
forms, anatase is preferred, due to its crystalline structure, and high photocatalytic
activity, stable, non-toxic, and cheaper as well , and surface energy of anatase facets
101, 200, and 001 are 0.44 Jm−2, 0.53 Jm−2, 0.90 Jm−2, respectively [6]. In recent years, a
variety of synthesismethods such as hydrothermalmethod, solvothermalmethod, sol-
gel method, direct oxidation method, chemical vapour deposition (CVD), electrodepo-
sition, sonochemical method, and microwave method have been used for the prepara-
tion of TiO2 nanostructured [7]. Studies has shown that growth of anatase TiO2 nanos-
tructuresincreases in reduced time, when temperatures are kepthigh, during chem-
ical reactions in liquid phase deposition method (LPD) [8]. Microwave heating has
privileges of rapidness, energy saving, and uniformity over conventional heating [9].
Thermal heating process involve conduction, convection, and radiation, which involves
indirect heating, whereas in microwave heating, electromagnetic waves are directly
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absorbed at the molecular level [10], which leads to save the energy and can be the
reason of rapid reaction. Most important features of microwaveare to polarize the
materials of high dielectric constant, and power generation in these materials due to
their high dielectric loss, and hence quick and efficient heating is attained [11]. Many
researchers have reported synthesis of anatase TiO2, which has limited the synthesis
time up to 3 hours [12-13]. In this research paper, we report synthesis of anatase
TiO2nanostructures assisted by 180W micro wave power in 6 minutes.

2. Experimental

Precursor, Amoniumhexafluorotitanate (NH4)2TiF6, and HMT (C6H12N4) were purchased
from Sigma-Aldrich USA. Boric acid (H3BO) from WAKO company Japan, and ITO
(indium tin oxide) substrate of sheet resistance ca. 9-22 Ω,/square was purchased
from VinKarola instruments USA. We have synthesized TiO2nano structures on ITO
assisted by microwave (inverter system). ITO substrates were dusted by high quality
soft cotton, and then after theywere passed through a process of ultrasonication, using
acetone and 2-propanol respectively. These substrates were immersed in a solution,
which contained 1.5 ml of each precursor (NH4TiF6), boric acid, and surfactant (HMT),
whereas the concentration of precursor, boric acid, and surfactantwere 0.1 M, 0.06,
and 0.03M. It took 6 minutes to grow TiO2 nanostructure on ITO, when microwave
power was set at 180 watt. For the same combination of these molarities, growth
time of nano structures was increased by repeating growth cycles. These cycles were
named as 1X, 2X, 3X,4X, 5X, and 6X representing growth times 6, 12, 18, 24, 30, and
36 minutes respectively. For each growth cycle, freshly prepared solution was used
in new reaction bottle to avoid any residue contamination of previous reaction cycle.
After these growth cycles, these substrates were rinsed with pure water in abundant
and were dried with nitrogen gas. Finally, each substrate was annealed in air at 350𝑜C
for an hour.
X-ray diffraction method (BRUKER D8 Advance) with CuK𝛼 radiation of wavelength

0.154 nm of scan step 2𝑜/min, Field Emission Scanning Electron Microscope (FESEM)
technique (ZeiSS SUPRA 55VP), and UV/VIS spectrometer (Lambda 900 Perkin-Elmer)
were used to carry out investigations regarding the Structure, surface morphology, and
optical properties, respectively for these samples.

3. Results and Discussion

In order to characterise synthesised nanostructures, XRD analysis was carried out
for these samples, which is shown in Figure 1. The values of ‘2Θ’ correspondent to
diffracted peaks attained from X-ray diffraction pattern of the samples are 25.20,
37.88, 48.08, 53.80, and 55.08. According to file JCPDS No.21-1272, values of ’2Θ’,
25.28, 37.88, 48.05, 53.89, and 55.06 are correspondent to facets 101, 004, 200, 105,
and 211 respectively for TiO2 anatase phase. The structure of the samples are obviously
in anatase phase, because the diffraction peaks attained for the samples at ’2Θ’
strongly match with the results of JCPCDS card No.21-1272, and their high exposure
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Figure 1: XRD diffracted peaks of novel TiO2 nanostrawberry structures at 2Θ (degree), 25.28, 37.88, 48.05,
53.89, and 55.06 match with anatase facets 101, 004, 200, 105, and 211, respectively, when growth time
was set for 1X-6X cycles.

Figure 2: Low resolution FESEM images of homogeneous growth of novel TiO2 nanostrawberry structures
and (b)-Inset, high resolution FESEM images showing the effect (size and porosity) of growth cycles: (A)
2X, (B) 5X, and (C) 6X.

of facet 101 along with unusual slightly more exposure of facet 200 confirms novel
TiO2 nanostructure. On analysis, it is found that for each sample, ratio of the peaks
corresponding to the facet 101 to facet 200 is (0.08, 0.083, 0.11, 0.12, 0.20, and 0.47
respectively for 1X-6X) increasing, which depicts increasing exposure of facet 200 with
respect to facet 101 as the growth time is increased. It is also observed that position of
the peaks does not change, whereas the intensity of the peaks increases with increase
in growth time. It portrays that growth time has affected the quantity, and orientation
of anatase phase TiO2 nanostructures
A unique TiO2 nanostructuredepicted from XRD analysis was verified by low and

high resolution images of the samples attained by using FESEM facility. A very homo-
geneous growth of highly porous, like nanostrawberry structureson ITO can be seen
in fig.2.
It is observed that after first growth cycle average diameter of TiO2nanostrawberries

is 60± 5nm, and after second growth cycle some porosity is seen on the surface of TiO2
nanostrawberry structures, which is shown in inset fig. 2-A. For further growth cycles,
porosity is increased to a great extent, whereas size of TiO2 nanostrawberry structures
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Figure 3: FESEM images; Effect of growth cycles on thickness of TiO2 layers. Samples (A) 2X, (B) 5X, and(C)
6Xof thickness 658 nm, 2.25 𝜇m, and 547 nm respectively.

are slightly increased, which are shown in high resolution FESEM images in inset fig.
2.B-C.
The mechanism of formation of anatase TiO2 like nanostrawberry structure is based

on use of hexamethylenetetramine as decoupling between hydrolysis and polycon-
densation of Ti-ions and NH3. Hydrolysis of hexamethylenetetramine (C6H12N4) pro-
duces NH3 and OH−−, and further hydrolysis of ammonium (NH3) produces NH4 and
OH−. Hydrolysis of ammonium hexafluorotitanate produces NH4+ and (TiF6)2−. Further
hydrolysis of (TiF6)2− produces Ti 4+, Ti (OH)62−, and fluorine ions. The predicted reac-
tion, Ti (OH)62−⇄ TiO2+ 2H2O + (OH)−− does not show stability. Here terminated fluorine
ions play a role to form HF by combining with hydrogen ions released from hydrolysis
of boric acid. The synergetic effect of HF and HMT leads to produce unique anatase
TiO2 like nanostrawberry structure. Microwave power has provided sufficient energy to
these ions to react more efficiently. Hence the active solvation and particularbonding
effect of capping agents lead to produce porous TiO2 nano structures with exposed
facets [101], and [200].
It is also observed that thickness of TiO2 layer grown on ITO increases after each

growth cycle, unless it reaches to its maximum, and then after the next growth cycles,
it starts depleting. It is found that 280 nm, 658 nm, 691 nm, 1.65 𝜇m, and 2.25𝜇m thick
layers are synthesisedwhen growth time is set for 1X-5X cycles, respectively. However,
after sixth cycle, TiO2 layer is depleted to a great extent and just 547 nm is left on ITO.
Fig. 3 shows the FESEM images of thickness of TiO2 layers attained on ITO after 2 X,
5 X and 6X growth cycles. It is apparent that growth cycles (1X-5X) have not affected
the morphology of TiO2 nanostrawberry structures, but have increased porosity, size
and layer thickness of TiO2 nanostrawberry structures on ITO. Depletion in thickness
after sixth cycle can be due to these factors, (a) inadequate support to large sized
nanoparticles grown on the top of small sized nanoparticles with low adhesion, and
(b) the decrease in compactness, which is caused by increasing porosity beyond a
certain growth cycle.
Ultravoilet-visible (UV/Vis) absorption spectra analysis of these samples was carried

out to scrutinize the usefulness of novel TiO2 nanostrawberry structures in photochem-
ical processes and photonics. In order to investigate the effect of growth time on optical
absorption capabilities of these novel highly porous TiO2nanostructures, a thickness-
based normalised UV/V is absorption spectra is plotted, which is shown in fig.4. It is
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Figure 4: Thickness-based Normalised optical absorption spectra of TiO2nanostrawberry structures for the
growth cycles 1X-6X. Red shift is observed for higher growth cycles.

observed that absorption level increases by increasing the number of growth cycles
(1X-6X), and their optimum absorption is at wavelength 320±10 nm approximately.
Matching these results with figures 2, and 3, strengthen that optical absorption level

is directly proportional to porosity, which has shown its dependence on growth time.
The increasing trend in absorption level is also shared by hickness, which is mounting
hereover 1X-5X. If this rise in intensity has its prominentshare due to the porosity of
nanostructures then absorption level should still be rising even when it is judged for
standard normalised thickness. Fig. 4 reveals this fact for the samples 1X-6X, even
though the thickness of sample6Xis reduced but has shown its highest normalised
absorption intensity level forhighly porous structure. A slight red shift in wavelength of
20 nm corresponding to optimum absorption is observed by increasing growth cycles
1X-6X, which indicates lowering down of band gap in these nanostructures, which
should be due to exposure of the surface containing high electron density, and XRD
analysis also advocates that increasing exposure of high energy facet 200 is because
of increase in growth time.

4. Conclusion

In conclusion, a novel porous nanostrawberry anatase TiO2 structure has been suc-
cessfully synthesised on ITO, with the aid of microwave power in a very short duration.
Porosity of these nanostructure layers can be increased by varying the growth time. So
far 2.25 𝜇m optimised thick layer can be deposited on ITO, and the average diameter
of these highly porous nanostructures is 70±2.5 nm. It is found that growth time has
its encouraging effect on optical absorption intensity. Due to its high absorption at
320±10 nm wavelength, these highly porous anatase phase TiO2 like nanostrawberry
structures can be helpful to enhance photocatalytic processes, and can be used to

DOI 10.18502/keg.v1i1.507 Page 5



 

ICoSE Conference Proceedings

enhance photon-current efficiency of dye sensitised solar cells as well, when applied
as a photo-electrode.
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Abstract This paper reports a facile methode for the synthesis offibrous bimetallic
CuPt Nanoparticles (CuPt NPs) using the liquid phase deposition methods deposited
directly on an indium-tin oxide (ITO) substrate. The electron microscopy analysis
result shows that CuPt NPs, constructed by networked-nanorod of diameter ca. 3.5
nm and length approximately 5.5 to 6.5 nm, exhibits aquasi sphericalmorphology
and fibrous structure with diameter approximately 196±98 nm. The differences of
individual element miscibility and the effect of lattice-mismatch between Pt and Cu
isthe key factorfor the formation of fibrous structure. XPS analysis indicated that the
fibrous bimetallic CuPt NPs feature metallic properties with highly reactive surface.
This may increase the charge-transfer reactions in catalytic, electrochemistry and
sensors application.

Keywords: fibrous structure, lattice-mismatch effect, CuPt

1. Introduction

Bimetallic nanoparticles synthesis with large surface area, such as fibrous structure,
has received considerable attention because of their ability to enhance electrical, mag-
netic, and catalytic properties [1, 2]. Platinum based bimetallic nanocrystal is amongs
the metal nanoparticle that is used in a broad range of applications, such as catal-
ysis [3], electrocatalysis [4], and sensing [5] due to its peculiar electrical and cat-
alytic properties.Up to now, there are many Pt-based bimetallic nanostructures fab-
ricated and performed an extraordinary catalytic properties in wide range of appli-
cations, particularly in acetone hydrogenation, electrocatalytic oxidation of methanol
and the CO oxidation process. This paper report an effective approach to synthesize
fibrous bimetallic CuPt nanoparticle that was prepared using liquid-phase deposition
method. The nanoparticle is characterized by network nanorods forming highly porous
structure. X-ray photoelectron spectroscopy analysis reveals that the structure exhibit
active surface chemistry and potential to enhance catalytic performance.
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Figure 1: (A) FESEM image of fibrous bimetallic CuPt NPs. The inset in A is the high-resolution of the CuPt
NPs. (B) XRD spectrum of fibrous bimetallic CuPt NPs. (C) Low resolution and (D) high-resolution TEM
images of fibrous bimetallic CuPt FNPs, (E) SAED diffraction pattern from the nanostructure.

2. Experimental Section

Potassium hexachloroplatinate (K2PtCl6), Copper(II)Sulfate (CuSO4) anhydrous, Sodium
dodecyl sulfate (SDS) and Formic acid were all from Fluka. All chemicals were used as
received. ITO substrate (sheet resistance of 9−22 Ω per square was purchased from
a VinKarola instrument, USA) was cleaned by consecutive ultrasonication in acetone
and ethanol for 30 min, respectively prior to the growth process.
The bimetallic CuPt NPs deposited on the ITO substrate were prepared following our

recently reported method [6], by simply immersing the clean substrate into a 15 mL
aqueous solution that contained 1 mM K2PtCl6, 0.2 mM CuSO4anhydrous, 10 mM SDS
and 10 mM formic acid and continuously stirred at 400 rpm during the reaction. The
growth temperature and time was set to 40 0C and 4 h, respectively. Then the sample
was removed from the growth solution and rinsed with a copious amount of deionized
water. The final product was dried with a flow of nitrogen gas.
Themorphology of bimetallic CuPt NPswas characterized by field emission scanning

electron microscope (FESEM) Hitachi S-4800 operated at an accelerating voltage of 2
kV and high-resolution transmission electron microscopy(HRTEM) FEI Tecnai G2 F20
operated at accelerating voltage of 200 kV and 10-6 Pa with X-twin objectives lens.
The atomic composition, structural properties and chemical state of bimetallic CuPt NPs
was analyzed by energy-dispersive X-ray mapping (EDX-mapping), X-ray diffraction
(XRD) and X-ray photoelectron spectroscopy (XPS) analysis. EDX apparatus is equipped
with X-maxN 80T detector. Moreover, XRD apparatus is equipped with XRD BRUKER D8
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Advance systemwith CuK𝛼 irradiation (𝜆 = 1.541Å) and XPS apparatus is equipped with
operated at a scan rate of 10 ∘/min and Ulvac-PHI XPS Quantera II, with Al K𝛼 – 1486.6
eV mono-chromated scanning X-ray source, respectively.

3. Results and Discussion

The thin layer of CuPt NPs with fuzzy gray color was observed on the ITO substrate
after a growth process for 4 h in the growth solution containing K2PtCl6, CuSO4 anhy-
drous, SDS and formic acid. The typicalFESEM analysis result of the sample is illustrated
on Fig.1a. An uneven distribution of CuPt NPs nanoparticles was formed that covers
nearly 65% of the ITO substrate.The nanoparticle exhibited quasi spherical shape with
anextremely rough surfaces and diameter of approximately 196±98nm.
To obtain the information of bimetallic CuPt NPs phase, XRD analysis was carried

out to CuPt NPs sample. the sample was characterized by XRD. Fig. 1b reveals two
prominent peaks, i.e. at 2𝜃 = 40.15𝑜 and 46.82𝑜corresponds to the Pt crystal plane
(111) and (200) respectively, but slightly shifted. When observed the others peaks
are belongs to by the ITO substrate. To clarify the formation of bimetallic CuPt NPs,
the present XRD result is compared to individual Ag and Pt (the inset table in Fig.1b).
The formation of bimetallic CuPtNPs could be signed by the two prominent peaks of
bimetallic CuPt NPs are fell in between those of the two pure metal elements where
slightly higher angle compared to the individual Pt, i.e. 0.39 𝑜 to 0.59 𝑜 and lower
angle compared to the individual Cu, i.e. 3.17𝑜 to 3.63𝑜. This condition indicate that
the intermetallic compound was formed upon introduction of Cu ions into the Pt host
lattice [7].
To evaluate how the structure of bimetallic CuPt NPs, high-resolution TEM analysis

was carried out (Fig.1D). As shown in the Fig.1D, large number of nanorod overlapping
constructed CuPt NPs structure. The length and diameter nanorod are approximately
5.5 to 6.5 nm and 3.5 nm respectively. As have been mentioned previously, the current
reaction is modification of our previous approuch for synthesis of Pt fibrous cubes.
Changing of nanoparticle morphology from the fibrous cubes (PtNCs) to quasi spher-
icalCuPt NPs was due to the introduction of the Cu2+ ion into the growth solution.
The differences of individual element miscibility and the effect of lattice-mismatch,
between Pt and Cu which is as high as 8.2%, is assume the key factor for the modifi-
cationof the morphology. With a fibrous morphology, the CuPt NPs may provide a high
active surface area for enhanced surface reaction and may accelerate the diffusion of
reactant and product onto the surface in catalytic application process.
High-resolution TEM image for single nanorod (Fig.1d) revealed that nanoparticle

is single crystal as evidenced by the lattice fringes across the full extent of nanorod
particle. The d-spacing value of approximately 0.24 nm. The comparison between d-
spacing value of PtNCs (111) faceted and CuPt NPs reveals that the nature of crystal has
grown along the [111] direction. The crystallinity of CuPt NPs has been also revealed by
Selected-area electron diffraction (SAED) pattern (Fig 1E). Due to the some of nanorods
structure overlapping difraction, it caused the polycrystalline detected, practically the
structure is monocrystalline.
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Figure 2: EDX mapping (A) and spectrum (B) of Bimetallic CuPt NPs.

Figure 3: (A) Wide-spectrum scan of bimetallic CuPt NPs. High-resolution spectra for Cu 2p (B), and Pt 4f
(C).

To further confirm the formation of bimetallic CuPt NPs and the element distribution
in bimetallic CuPtNPs, Energy-Dispersive X-ray mapping analysis was carried out. The
result is shown in Fig.2. Fig.2 reveals, the CuPtNPs is clearly constructed by the Cu and
Pt element which are homogeneously distributed on CuPt NPs structure. The atomic
composition analysis shows that Cu concentrations are much lower compared to Pt,
namely 1:5.4. As also observed from the analysis result, carbon elements was detected
in the fibrous bimetallic CuPt NPs structure. It is simply analyzed that it come from the
surfactant source.
XPS analysis was employed to know the chemical state and the surface composition

of the CuPt NPs. The result is shown in Fig. 3. Gaussian–Lorentzian (G–L) mixed function
(70% Gaussian and 30% Lorentzian components) with Shirley-type background as the
peak line shape was used in the curve fitting process. Based on survey scan analysis
(Fig.3.a), we found that the molar ratio of Cu and Pt is approximately as high as 1:7.2
on the surface. This ratio is slightly different from the bulk elemental analysis using
EDX mapping, i.e. as high as 1:5.4. Nevertheless Pt element is still predominant. Fig.
3b and c show the typical high resolution spectra for Cu (2p) and Pt (4f) core level
states.On the typical high resolution spectra Pt4f, there are three pairs of overlapping
GL Curves on Pt 4f7/2, it means, Pt has three oxidation states of Pt, namely Pt (0) at
71.05 eV (curve 1), Pt2+ at 71.97 (curve 2) and and Pt4+ at 73.61 (curve 3) eV (Fig. 3B). It
reveals that the Pt has been reduced from Pt4+ to Pt 2+ and Pt 0 species in intermetallic
compound. The Metallic state of Pt in CuPt NPs shows a negative shift if it is compared
to the pure Pt, i.e. 71.3 eV [8]. It may be caused by the perturbed electronic interaction
between Pt and Cu atomic orbit and in turn to its alloy formation. The evidentiary of
bimetallic formation also can be seen with the presence of Pt (0) is the predominant
species, as high as 52.45%.
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Meanwhile on the typical high resolution spectra Cu 2p show two pairs of overlap-
ping GL Curves. Based on curve fitting on Cup3/2, it infers that Cu has two oxidation
state, i.e. at 932.01 eV and 934.0 eV binding energy respectively. It means, Cu is com-
posed by two oxidation states, namely Cu (0) and Cu2+species respectively. If we see
the relative intensities of avery oxidation state, the intensity of Cu (0) species is higher
then Cu2+ species, i.e. 51.10%. The comparison of Cu (0) binding energy (current result)
and pure Cu was also occured. A negative shift of binding energy is appeared when
metallic state of Cu is compared to the system of pure Cu (932.63 eV) [9]. It can be
understood that Cu has electron donating property and it has a possibility to donate
the electron to the half filled of Pt f-orbital in the formation of bimetal nanoparticle.
Considering that metallic state of Cu and Pt have high intensity in the compound and
shows negative energy shifting, it indicates the CuPt NPs is conformed completely
formed.

4. Summary

In this experiment, CuPt NPs were synthesized directly on an indium tin oxide (ITO)
substrate by Liquid phase deposition methods. The FESEM and HRTEM analysisshows
that a fibrous bimetallic CuPt NPs nanoparticles was formed and cover nearly 65%
of the ITO substrate.The nanoparticle is constructed by large number of nanorods
overlapping. Through the molar ratio of Cu2+ to Pt4+ ion in growth solution preparation
as high as 1:5, the geometry of nanoparticle could be efficiently adjusted, the average
diameter of the nanoparticle is approximately 196±98 nm.The differences of individual
element miscibility and the effect of lattice-mismatch between Pt and Cu isthe key
factor for the formation of fibrous morphology. XPS analysis revealed that the higher
percentage of Cu (0) and Pt (0) species established, indicates that the CuPt NPs surface
is chemically reactive and may be considered as a potential in nanocatalyst.
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Abstract Nanostructure of semiconductor materials zinc oxide (ZnO) is widely used
in fabrication of solar cell devices. The performance of such devices is strongly
depending on the nanostructures of the thin films used. In this paper reports the
effect of growth temperature during synthesis of one-dimensional (1-D) anatase ZnO
nanorod arrays through hydrothermal process facing their structure, morphology,
and optical properties. The ZnO nanorod was first synthesized use the solution
concentration and time fixed at 0.04M and 1 hour. The growth temperature were
varied from 70, 80, 90 and 100 ∘C. The effect of growth temperature on the structural,
morphology, and optical absorption of ZnO nanorod were studied by using X-ray
diffraction (XRD), field emission scanning electron microscopy (FESEM), and UV–vis
spectroscopy. The regularity, diameters, heights, and surface densities of the ZnO
nanorods were increased with the growth temperature.The optimum results of FESEM
characterizations showed that the grown ZnO nanorods have diameters of 64.14 ±
8.3 nm, heights of 363.72 ± 34 nm and surface densities of 182 numbers/𝜇m2 which
was obtained at temperature of 90 ∘C. The optimum ZnO nanorod film was utilized as
photo anode in dye sensitized solar cells. The DSSC yielded Jsc of 0.86 mA/cm2, Voc
of 0.49 V, and FF of 38 %, resulting in PCE of 0.16 %.

Keywords: growth temperature, one-dimensional, ZnO nanorod array, DSSC

1. Introduction

Research efforts on one dimensional (1-D) ZnO nanostructures such as nanorod still
have high interest rates since a few decades ago because it has unique properties for
many applications such as sensor, solar cell, electronics devices and etc.[1]. Numbers
of scientific papers related on the ZnO nanostructure whether fundamental or practical
application has become the evidence of their popularity. One of the main aspects
in this research is to synthesize the ZnO nanorod with regular rod, small diameter,
higher, and optimum of their surface densities but also an improved quality of their
optical and electronic properties. Tian, Voigt [2] mention the extended and oriented
nanostructures are desirable for many applications. Besides, the direct fabrication of
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complex nanostructures with controlled crystalline morphology, orientation and sur-
face architectures remains a significant challenge.
Previously, oriented carbon nanotubes and ZnO nanorod shave been prepared by

high-temperature vacuum deposition techniques. However, this method makes the
structure of ZnO becomes damaged and increase the preparation cost. A variety
of methods have been reported for fabricating arrays of aligned ZnO nanostruc-
ture, including vapour phase transport, metal organic chemical vapour deposition
(MOCVD),and hydrothermal processes. However, vapour-phase transport and MOCVD
usually require single-crystal substrates and high operation temperature.
In this paper, ZnO nanorod was provided through a hydrothermal process and the

effect of the temperature during preparation step to their properties and DSSC perfor-
mance is also investigated. This research is expected to find the lowest temperature
to produce a better ZnO nanorod and applied of them on DSSC device with better
performance and low cost.

2. Experimental

ZnOnanorods arrays were prepared on FTO glass substrates which were pre-coated
with ZnO nanoparticles using hydrothermal process. ZnOnanorods which first seed lay-
ers prepared by alcohothermal processwhich contain of zinc acetate (Zn (H3COO)2.H2O)
(98%, Sigma Aldrich) in ethanol to form ZnO seeded-substrate. The ZnO seeding sub-
strate was subject to annealing at 350 ∘C in air for an hour and followed by immers-
ing them in closed vial containing zinc nitrate hexahydrate (99%, Sigma Aldrich) and
hexamethyl-tetramine (99%), Sigma Aldrich) in DI water. Next, the final concentration
of that solution was maintained at 0.04 M and then inserts them in heating drying
oven with various temperature such as 70, 80, 90 and 100𝑜C for 1 hour. The detail
of the ZnOnanorods preparation processes has been described very well elsewhere
[3, 4]. The resultant ZnOnanorod were characterized by X-Ray diffraction (XRD), Halo
DB-20 UV-Vis spectrometer, and Carl Zeiss Supra 55VP field emission scanning elec-
tron microscopy (FESEM) to investigate their composite-structure, optical absorbance
properties and morphology as well. Besides, the current ( J)–voltage (V) curve of cell
underactive area of 0.23 cm2was recorded by a Keithley model 237 measurement,
which were presented in the “Result and discussion “section.
ZnOnanorod will be used as photo anode in dye sensitized solar cells (DSSC). Instal-

lation of a DSSC solar cell device was made by clamp the photo anode with counter
electrode and put insulating material between of them. Furthermore, the electrolyte
is injected into the active area to make the DSSC device can work to convert sunlight
coming through photo anode to become electric current. The DSSC performance of the
solar cell with active area of 0.23 cm2 was investigated by current–voltage measure-
ment under 100 mW/cm2 simulated AM 1.5 G sunlight using Gambry 1000 interface
measurement unit.
The electrolyte used is s standard iodolyte. Dye solution prepared by dissolving 7.0

mg powder dyes N-179 in 20 ml of ethanol to a concentration of 0.3 mM. The counter
electrode was used of 40 𝜇l a liquid plastisol which in-situ coated on the FTO substrate
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Figure 1: FESEM image variations in temperature (A) to 70, (B) 80, (C) 90 and (D) 100 ∘ C with scale bar
200 nm. The inset picture in each image shows a cross-sectional FESEM micrograph of the corresponding
image (scale bar in 200 nm).

at 2000 rpm for 30 seconds. The same step was repeated up to 3 times on each
substrate where each of them heated at 100 ∘ C for 10 minutes. Next, that substrate
was annealed at 450𝑜 C for 1 hour. Prior to the installation of solar cell devices do,
photoanode consisting of ZnOnanorod grown on FTO soaked into 20 ml of N-719 dye
solution with a concentration of 0.3 mM, for 2 hours. This immersion is carried out in a
dark room, as N-719 is very sensitive and unstable under light radiation, photo anode
left to dry in the air and kept so in this process photo anode is not exposed to light.

3. Result and discussion

The ZnONanorods has been successfully synthesized by using hydrothermal process.
Fig. 1A shows the ZnOnanorods FESEM image on FTO grown at 70𝑜C followed by anneal-
ing at 350𝑜C for 1 h. In this case, the ZnOnanorod has not been formed perfectly.
Meanwhile, by increase of grown temperature to 80𝑜C causes the ZnONanorod has
been start to grow on the FTO substrate with average diameter about 33.69 nm (see
Fig. 1B). Furthermore, this average diameter increases to 64.14 nm when it was grown
at 90𝑜C with a uniform size and regular form as shown in Figure 1C. Lastly, the increase
in the growth temperature to 100𝑜C even made a reduced the average diameter to
55.64 nm with irregular and not uniform size.
Fig 2. shows the XRD peaks of ZnOnanorods which was prepared by using a variety

of grown temperature. This it found that the S70 sample XRD peaks observed are too
weakwhichmean the growth processes has not occurred properly at this temperature.
Nanorod growth started to grownwith better form in samples S80 and S90. The sample
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Figure 2: XRD spectra of ZnO nanorods at grown temperature of 70, 80, 90 and 100𝑜C..

Label Samples Voc (mV) Jsc (mA/cm2) PCE (%) FF (%)

S80 0.44 0.40 0.06 0.34

S90 0.49 0.86 0.16 0.38

S100 0.47 0.71 0.12 0.35

T˔˕˟˘ 1: DSSC performance parameters of ZnO nanorod grown at the growth temperature variations.

S100 shows the higher and there are additional peaks of FTO substrate. This means
that, the growing process began to fail because of the water solvent boiling begins
at a temperature of 100∘C. As can be seen from these spectra, 3 main peaks namely
at 2𝜃= 34.50, 36.50, and 47.80 where obtained. According to JCPDS file: No. 84-1286
for ZnO the peak was shown above associated with plane of (002), (101), and (110)
phase. It was found that only the ZnO peak was detected in those spectra, showing
the preparation step does not affect the impurities occurred. Besides, the border peaks
show the formation of ZnO nanostructure, which good accordancewith previous report
[1, 5]. The intensity of the ZnO (002) increases and the peak width decreases with the
growth processing time increased.
Figure 3 shows the current density–voltage ( J–V) graph of DSSC constructed with

plastisol as counter electrode under illumination of a simulated AM 1.5 G sunlight at 100
mW/cm2. A typical DSSC exhibited a short circuit current density ( Jsc) of 0.16 mA/cm2,
an open circuit voltage (Voc) of 0.49 V, and a fill factor (FF) of 38% which was obtain
at sample S90. The detail of the DSSC parameter of the sample was described at table
1.
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Figure 3: JV curve of a solar cell DSSC devices ZnO nanorod in bright conditions by varying the growth
temperature.

Figure 4: The optical absorption spectrum of ZnO nanorod grown by varying the growth temperature.
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Fig 4 shows the optical absorption spectrum of ZnOnanorod grown with the growth
temperature variations. The optical absorption of sample S80 and S90 is the same as
the optical absorption variations sample first. While the S100 has the highest intensity
of the sample, which corresponds to the sample has the highest elevation nanorod.
Optical absorption for the S100 has a shoulder that is shaped like a top, which may be
due to sample density nanorod has a small, high altitude that makes it easy to apply
thermal vibrations of optical radiation

4. Conclusion

The study on the implementing of ZnONRs parameter at various growth temperatures
have been performed. The broad peak, and clearly XRD spectra confirm the effect of
ZnO nanorods formation. The best photovoltaic performance of DSSC with platisol as
a counter electrode which exhibited the J𝑠𝑐 of 0.86 mA/cm2, V𝑜𝑐 of 0.49 V, and FF of
38 %, resulting the PCE of 0.16 % was obtained at ZnONRs which prepared at growth
period of 1h, growth temperature of at 90𝑜C.
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Abstract Boron doped zinc oxide (ZnO) nanotubes have successfully been grown
using seed-mediated hydrothermal method at various concentrations of precursor-
surfactant solution. The growth of ZnO nanotubes was carried out at a temperature
of 90∘C for 8 hours and a drop in temperature to 50∘C for 16 hours. In this study,
the effect of concentration ratio of precursor-surfactant was evaluated. Samples
were characterized using UV-Vis Spectroscopy, X-ray diffraction (XRD), Field Emission
Scanning Electron Microscopy (FESEM) and Energy Dispersive X-ray (EDX). UV-Vis
spectra of the samples showed that the ZnO nanotubes were grown on the Flourine
Tin Oxide (FTO) and the strong absorption occurred in the wavelength range of
300-400 nm, which is typical spectrum for hexagonal-nanostructure. XRD patterns
showed five diffraction peaks at 2𝜃 = 32.05∘, 34.5∘, 36.35∘, 47.75∘ and 56,9∘. The
analysis of EVA Diffrac Plus confirmed the peaks were represented to the lattice
of (100), (002), (101), (102), and (110) respectively. FESEM images of the samples
showed the hexagonal-shaped ZnO nanotubes with an average diameter of 50-340
nm and an average thickness of 1.2 - 4.4 𝜇m observed for all samples. Uniformity
the size and shape of ZnO nanotubes become higher as concentrations of ZNH
decreased. The EDX spectra of the samples showed the percentage of weight of Zn,
O, and B was 69.35%, 21.60% and 4.76% respectively, while the percentage of their
atoms was 33, 06%, 42.08% and 13.71% respectively. The B-doped ZnO nanotubes
solar cells were fabricated by arranging a sandwich structure, consisting of the FTO,
ZnO nanotubes, dye, electrolyte and platinum thin film. I-V characteristics of cell were
carried out under irradiation of 100 mWcm−2 halogen lamp. The I-V curves produced
the highest efficiency from the cells utilizing the B-doped ZnO nanotubes with their
concentration ratio of precursor-surfactant of 0.1 M : 0.04 M as the active material,
which was 0.352%. This value is much higher than that of pure ZnO nanotube based
DSSC of 0.05%.
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1. Introduction

In the last decade, one-dimensional nanostructured materials have attracted consid-
erable attention. Zinc Oxide (ZnO)among oxide systems has been chosen as one of
short wavelength device materials. ZnO has wide-direct band gap energy of 3.3 eV
[1,2] comparable to that of TiO2 3.2 eV [3]. The interesting optical and electronic prop-
erties, such as transparent, high transmittance, easy to deposit on many substrates
and low cost materials, make nanostructured ZnO as one of most potential active
materials for solar cells [4]. Furthermore, some nanostructured ZnO have successfully
been produced in diverse groups of growth morphologies, such as ZnO nanowires [5],
nanotubes, nanobelts and tetrapods, [6] andnanosheets [7]. Some physical parameters
need to be controlled in order to apply ZnO nanostructures for many applications,
such as geometrical shape, crystal morphology and orientation [8]. Some efforts have
been performed in order to improve the properties of ZnO nanostructures by doping
various elements, such as In [9], Al [10], Ga [11] and B [12]. Among them, B-doped
ZnO nanotubes are capable of reaching high conductivity, electric mobility and low
resistivity [13].
Although some techniques have produced metal-doped ZnOnanorods, such as ther-

mal evaporation and vapor-liquid-solid, but these methods need sophisticated equip-
ment and high temperatures. On the other hand, wet chemical methods, including
seed-mediated hydrothermal growth method provides more promising route in pro-
ducing well-aligned doped ZnO nanostructures, including B-doped ZnO nanotubes. The
method allows the synthesis of ZnO nanostructures at lower temperature, more effec-
tive and convenient for use with simple and low cost equipments, which can improve
the performance of metal-doped (including B-doped) ZnOnanostructures based Dye
Sensitized Solar Cells (DSSCs).
In this present paper, we deal with the synthesis of B-doped ZnO nanotube arrays

grown by a simple seed-mediated hydrothermal technique on FTO with ZnO seed-
layer. The main goal of this work is to establish the effect of the boron-doped solution
and concentration ratio of precursor-surfactant solution on the optical and structural
properties of the grown ZnO nanotubes and on the performance of B-doped ZnO
nanotubes based DSSCs.

2. Experiments

In order to grow ZnO nanotube arrays on the FTO substrate, the seed-mediated
hydrothermal growth method was performed. This method principally contains of two
steps, namely seeding and growing processes. The seeding process was carried out in
order to ZnO seed layer by depositing zinc acetate dihydrate (ZAD) on the substrate.
Meanwhile, the growing process took a place in aqueous solution containing Trymethyl
borate, zinc nitrate hexahydrate (ZNH) and hexa-methylene-tetramine(HMT).
In this seeding process, ZnO nanoseeds were coated on the FTO by using a method

of alcohol-thermal seeding. This technique was firstly begun by forming a thin layer
of ethanolic solution of 10 mM zinc acetate dihydrate (Zn(CH3COO)22H2O) on a FTO by
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using spin-coating technique at 3000 rpm for 30 seconds. This process was carried
out in order to make sure the solution was evenly distributed on the substrate and
to get the sufficient thickness of the seed growth on the substrate. The sample was
then dried at 100 𝑜C on a hot-plate for 15 minutes and then cooled down to 60𝑜C.
These procedures were repeated three times in order to get appropriate thickness
of ZnO nanoseeds. The sample was finally annealed at 350𝑜C for 1 hour in a furnace.
Growth process was started by immersing the ZnO nanoseed coated FTO in the growth
solution. The growth solution was prepared by varying concentration of precursor-
surfactant (ZNH-HMT) solutions: 0.04 M : 0.06 M; 0.04 M : 0.08 M; 0.04 M : 0.1 M; 0.04
M : 0.14 M; 0.06 M : 0.04 M; 0.08 M : 0.04 M; 0.1 M : 0.04 M; 0.14 M : 0.04 M. Boron
doping was preparing by mixing 0.055 mL Trymetil borate in 5 mL DI water (0.4 mM
solution). The sample was put in the oven for 8 hours at 90∘C. The temperature was
then decreased to 50∘C in 16 hours. Finally, the sample was annealed in the furnace
at 250∘Cfor 30 minutes. XRD method performed in order to examine the structure and
phase structure of the ZnO nanostructures by using diffractometer model Bruker D8
Advance. The morphology of the samples was observed using field-emission scanning
electron microscopy (FESEM) analysis (Zeiss Supra 55VP FESEM) with the magnifica-
tion of 10000× and 50000×. The thickness of the ZnO nanostructures was estimated
from the cross-sectional image of the FESEM. The elemental analysis was carried by
using energy dispersive x-ray (EDX) spectrometer. Optical spectrophotometer UV–Vis
Lambda 900 Perkin Elmer was employed to study the optical absorption of the ZnO
samples. The absorbance of the samples was measured in the wavelength ranging
from 300 to 800 nm.
Before fabrication the DSSC, the gallium doped ZnO nanostructures were immersed

into 0.3 mM N719 dye solution for 2 hours. The samples were then taken out, rinsed
gently with ethanol and then dried under a flow of nitrogen gas. Platinum film as a
catalyst coated on counter electrode was prepared by spin coating platinum pellets
at 1000 rpm for 30 seconds on the FTO substrate. The samples were then dried at
100 𝑜C on a hot-plate for 5 minutes and then cooled down to 60𝑜C. The platinum
film coating process was repeated three timesin order to get appropriate thickness
of Pt films. The sample was finally annealed at 400𝑜C for 30 minutes in a furnace. An
standard electrolyte namely iodolytewas used. A DSSCwas fabricated by arranging the
sandwich structure of the parafilms between the ZnO nanostructures and the platinum
counter electrode. The electrolyte was injected into the cell and filled via a capillary.
The performance study of the DSSC was carried out by observing the current–voltage
characteristics in the dark and under illumination using an AM 1.5 simulated halogen
light with an intensity of 100 mW cm−2. The illuminated area of the cell was 0.23 cm2.
The current–voltage curves in the dark and under illumination were recorded by a
Gamry 1000 interfaced with a personal computer.

3. Results and Discussion

Fig. 1 (A) showed UV-Vis spectra of 4 samples with different concentrations of pre-
cursor (ZNH) of 0.06 M, 0.08 M, 0.1 M and 0.14 M, with constant concentration of
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Figure 1: (A) UV-Vis spectra of samples containing Boron-doped Zno nanotubes with diferent ZNH
concentration and (B) XRD patterns of boron-doped ZnO nanotubes with various ZNH concentrations.

HMT surfactant of 0.04 M. The figure showed the strong absorption observed at the
wavelength range 300-400 nm. The absorption peak occurred at a wavelength of 370
nm for all samples. There was sharp cross point at about 370 nm, which represented
good structural quality of ZnO nanostructures [14]. The XRD pattern of the samples
of Boron-doped ZnO nanotubes with various ZNH concentrations was shown in Fig.
1(B). At the figure, it was shown 5 diffraction peaks at 2𝜃 = 32.05∘, 34.50∘, 36.35∘, 47.75∘
and 56.55∘. EVA diffract plus analysis confirmed the 5 diffraction peaks represented to
crystal orientation of (100), (002), (101), (102), and (110). The strongest diffraction peak
at 2𝜃 = 34.50∘ which represented to (002) crystal orientation was preferred orientation,
that represented to hexagonal structure of ZnO [15].
FESEM images of the samples with different ZNH concentration of 0.06M, 0.08 M,

0.1M and 0.14M with concentration of HMT of 0.04 M, as shown in Fig. 2. From the
images, it can be seen that ZnO nanotubes were grown onto FTO for all samples
with its cross-section of hexagonal shape with various diameter size. Homogenity in
size and shape of ZnO nanotubes increased with decreasing ZNH concentration. The
diameter of ZnO nanotubes was in the range of 50-340 nm and the thickness of about
1.2 – 4.4 𝜇m for all samples. The diameter of 0.06 M ZNH sample was 100-125 nm,
while the diameter of 0.08 M and 0.1 M samples was 125-210 nm and the diameter
of 0.14 M ZNH sample was 190-340 nm, with geometrical shape of nanosheet was
observed. The cross-section images showed the thickness of ZnO nanotubes increased
with increasing ZNH concentration until 0.1 M and decreased as the concentration of
ZNH higher than 0.14 M. The thickness of samples was 1.2 𝜇m, 3.5 𝜇m, 4.2 𝜇m and 4.1
𝜇m, respectively. Fig. 3 illustrated EDX spectra of the samples and showed the peaks of
Zn and O clearly at 1 keV and 0.58 keV, respectively. At the figure, it was also observed
other peaks, which represented to C and B.
Fig. 4(A) illustrates the I-V characteristics in dark condition of the DSSCs utilizing

the samples prepared at various precursor concentrations. The I-V curves are the typ-
ical characteristics of diode-like. It can clearly be seen that the cells do not show
rectification property since the dark current in the reverse bias is not significantly
different than that in the forward bias. Thus, the device does not allow the current
to be dominant in one direction either in forward or reverse bias. For both biases, the
different in the current for all cells is also small indicating that the concentration of
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Figure 2: FESEM images of boron-doped ZnO nanotubes at magnification of 50.000X and cross-sectional
images of boron-doped ZnO nanotubesat various ZNH concentration.

Figure 3: EDX spectra of B-doped ZnO nanostructures prepared at various precursor concentration.

precursor does not influence the dark current. However, the dark current in the device
is quit high in both biases, which is in the mA range. This characteristic will result
in high photocurrent and power conversion efficiency once the cells are illuminated
with light. Fig. 7 shows the J-V curves of the DSSCs utilizing the ZnO nanostructures
prepared at various ZNH concentrations under 100 mW cm−2 light illuminations. It is
noticed that the cell with 0.1 M ZNH concentration generates the highest output power,
whereas the device with 0.06 M ZNH concentration performs the lowest output power.
The J-V curves do not follow the shape of that of silicon solar cell. The slope of J-
V curves is quite high, indicating high internal resistance of the devices, leading to
small fill factor (FF) illustrated in Table 1. The photovoltaic parameters are analyzed
from Fig. 4(B) and described in Table 1. As can be clearly seen from the table, the cell
utilizing ZnO nanostructures grown at 0.1 M concentration demonstrates the highest
J𝑆𝐶 and 𝜂, while that utilizing the ZnO sample prepared at 0.06 M ZNH concentration
performs the lowest J𝑆𝐶 and 𝜂. The increase in J𝑆𝐶 and 𝜂 with the ZNH concentration
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Figure 4: (A) I-V curve in dark condition of the DSSCs and (B) J-V curves of the DSSCs utilizing the ZnO
nanostructures at various ZNH concentrations.

(ZNH : HMT) V𝑂𝐶(V) J𝑆𝐶(mAcm−2) V𝑀𝑃𝑃 (V) J𝑀𝑃𝑃 (mAcm−2) FF (%) 𝜂 (%)

0.06 M : 0.04 M 0.46 0.75 0.28 0.592 0.503 0.166

0.08 M : 0.04 M 0.36 1.06 0.36 0.557 0.499 0.201

0.1 M : 0.04 M 0.42 2.57 0.24 1.47 0.342 0.352

0.14 M : 0.04 M 0.48 1.00 0.36 0.598 0.5375 0.215

T˔˕˟˘ 1: Physical and photovoltaic parameters of the DSSCs utilizing the ZnO nanostructures grown at
various precursor concentrations.

could be explained by the UV-Vis absorption spectra as illustrated in Fig. 1(A). The B-
doped ZnO nanostructures grown at 0.1 M possess the highest optical absorption. This
sample absorbs the highest number of photon and consequently generates the highest
number of electron-hole pairs, thus the J𝑆𝐶 and 𝜂 are improved. From the table is also
noticed that the J𝑆𝐶 and 𝜂 decrease as the ZNH concentration increase. However, this
trend is not seen for V𝑂𝐶 . Generally, the highest J𝑆𝐶 and 𝜂 obtained from this work are
still low. This might be due to the sensitization effect of the N719 dye loading into ZnO
film in this work was still small. The small sensitization effect is due to small surface
area for dye loading. The low in J𝑆𝐶 and 𝜂 might also be caused by high power loss
which is caused by high leakage current in this device as illustrated the I-V curves in
dark condition shown in Fig. 4(A).

4. Conclusions

Boron-doped ZnO nanotubes have successfully been grown on the FTO at various con-
centration of ZNH. The UV-Vis spectra of the samples showed the strong absorption at
the wavelength range 300-400 nm for all samples. The absorption peak was observed
at 370 nm, which represented the good structural quality of ZnO nanostructures. XRD
peak of ZnO nanotubes occurred at 2𝜃 = 34.50∘ and other lower peaks. FESEM images
showed the diameter of ZnO nanotubes in the range of 50-340 nm and the thickness
of about 1.2 – 4.4 𝜇m for all samples. The hexagonal geometrical shape was observed
for all ZnO nanotubes. The homogenity in size and geometrical shape increased with
decreasing ZNH concentration. EDX spectra of the samples observed the weight per-
centage of compound of Zn, O, and B which was 69.35%, 21.60% and 4.76%, respec-
tively and the atomic percentage of the samples was 33.06%, 42.08% and 13.71%,
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respectively. The DSSC was fabricated by arranging the sandwich structure, containing
ZnO nanotube coated FTO, dye, electrolyte and platinum coated FTO. Analyzing their
I-V characteristics resulted the maximum efficiency of 0.352% from the DSSC based
on ZnO nanotube with its precursor-surfactant concentration ratio of 0.1 M : 0.04 M.
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Abstract Binderless activated carbon monoliths (BACMs) prepared from mixtured of
pre-carbonized of fibers of oil palm empty fruit bunches (EFB) and green petroleum
coke were used for preparing the carbon based supercapacitor cells. The symmetrical
supercapacitor cells were fabricated by using two BACMs electrode prepared for
each selected holding time of activation and various compression pressure. The
electrochemical behavior of supercapacitor cells were measured at room temperature
by using cyclic voltammetry (CV) technique. The maximum specific capacitance (C𝑠𝑝)
of the cells values were 35.9 and 82.5 F/g for holding time of activation of 1.5 and 2 h,
respectively, at the compression pressure of 7.5 metric tons.

Keywords: Fibers of oil palm empty fruit bunches, green petroleum coke, binderless
activated carbon monolith, supercapacitor, cyclic voltammogram.

1. Introduction

Supercapacitor is an energy storage device that stored energy at the interface of elec-
trochemical double-layer formed by ionic charges electrolyte with electronic charges
on the surface of pores in the electrode.Its energy and power density can complement
the function of batteries and dielectric capacitors. Due to the outstanding properties
of supercapacitors, the supercapacitor has been successfully used for a wide number
of commercial and industrial equipment, such as digital telecommunication systems,
hybrid electrical vehicles, uninterruptible power supply (UPS), and pulsed laser tech-
nique [1].
Common materials were used as supercapacitor electrodes including metal oxide

[2], electronically conducting polymer [3] and porous materials such as activated car-
bon [4]. Activated carbon has advantageous because of its high surface area, good
thermal and electrical conductivity, high stability, low cost and commercial-large scale
availability [5]. Activated carbon can be prepared from biomass precursors and fossil-
fuel based precursors by physical or chemical or combination of physical and chem-
ical activation. For the activated carbon in the form of fine-grained, fabrication of
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the electrodes for supercapacitorrequired an addition of binder in order to bind the
carbon particles into pellets or monolith. However, the addition of binder can reduce
the porosity and decreasing the electrical conductivity [5]. Therefore, the activated
carbon monoliths (ACMs) without using binder is highly recommended in order to be
potentially used as electrodes in supercapacitor.
In our previously studies, the ACMs were prepared without using binder from mix-

tures of various percentage of self-adhesive carbon grain (SACG) from fiber of oil palm
empty fruit bunches (EFB) and green petroleum cokes (GPC) [6-7]. The mixture of
90% of SACG and 10% of GPC was found to yield the best result in term of a higher
electrical conductivity, pores structure and electrochemical properties. Therefore, the
present study, the BACMs from mixture with a such composition were used but with
the adding of the treatment based on CO2 activation with the different holding time of
activation.

2. Materials and Methods

The raw materials used in this study were fibers of EFB supplied by Stable-Win Sdn.
Bhd., Malaysia and GPC obtained from Pertamina UP II Dumai Refinery, Indonesia.
Fibers of EFB were pre-carbonized at low temperature 280𝑜C in the vacuum furnace
using our method previously reported to produce self-adhesive carbon grain (SACG)
[8]. The GPC was milled for 36 h and sieved to produce fine powder that can pass
through a 53 𝜇m sieve. The SACG were then mixed with 10% by weight of GPC and
then milled for 1 h to obtain homogeneous mixtures of SACG and GPC. The green
monoliths (GM-A, GM-B, GM-C) were prepared by applying 4.5, 6 and 7.5 metric ton
of compression pressure on ∼0.75 g of powder in a mould with diameter of 20 mm
respectively.
The carbonization of the GMs to obtain carbon monolith (CMs) was carried out in a

carbonization furnace up to 800𝑜C under a 1.5 L/min flowing N2 gas using our previous
multi-step heating profile [7]. The CO2 activation on the CMs to produce BACMs was
carried out at 800𝑜C for 1.5 and 2 h in a flow of 1 L/min CO2 gas with a heating rate
of 10𝑜C/min, respectively. The BACMs were polished to a thickness of ∼0.4-0.5 mm
and then washed to remove the activating agent with distilled water until pH 7. The
electrodes were labeled as BACM-A1.5, BACM-A2, BACM-B1.5, BACM-B2, BACM-C1.5
and BACM-C2. BACM-A1.5 corespond to the electrode prefared from 4.5 metric ton
compression pressure and holding time of activation of 1.5 h, and etc.For studying of
the electrochemical behavior of the BACMs electrodes, the symmetrical supercapcitor
cells were fabricated using two BACMs electrode prepared for each selected holding
time of the activation and compression pressure. The supercapacitor cells consist of
stainless steel foil 316L as the current collector (thickness of 0.02 mm), 1 M of H2SO4
as the electrolyte and a teflon ring as separator (thickness 0.2 mm) were fabricated.
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The electrochemical behavior of the supercapacitor cells was investigated by cyclic
voltammetry (CV) technique. The CV measurement were carried out at the room tem-
perature. From the voltammogram data, the C𝑠𝑝 of the electrode was determined using
equation

𝐶𝑠𝑝 =
2𝑖
𝑆 𝑚 (1)

where i is the electric current, m is the mass of electrode and S is the scan rate.

3. Results and Discussion

Cyclic voltammogram (CV) of cells at voltage range of -1 – 1 V and a scan rate of 5 mV/s
in 1 M H2SO4 electrolyte solution are shown in Fig. 1 and 2 for holding time of activation
of 1.5 and 2 h respectively. In the middle of potential region of voltammogram there is
a tiny peak (hump) for BACM-C2 cell as a result of redox reaction (based on Faradaic
charge-discharge) (Fig. 2). The redox peaks occurred almost in the middle of voltage
(∼0 V). This redox peaks indicate that the BACM-C2cell were formed by pseudoca-
pacitance. While for BACM-A2 and ACM-B2 no redox peaks were observed indicating
that these cells are based on the electrostatic supercapacitor. Fig. 1 shows a significant
redox peaks for the cell of BACM-A1.5, while BACM-C1.5has no significant redox peaks.
Compared to the holding time of activation of 1 hour [9], the holding time of activation
of 1.5 and 2 hours were very effective to improve the performance of supercapacitor.
Hu et al. reported that the effect of activation of CO2 [10] and holding time of activation
of carbon electrodes could eliminate the redox peaks as observed in our study.
Redox processes occurring at the electrode-electrolyte interface can improve pseu-

docapacitance electrodes. Since, the capacitance is the sum of the double-layer capac-
itance and pseudocapacitance (Faradaic) [11], these redox peaks arise as a result of
the availability of surface functional groups [11,12]. Bichat et al. who researched on
seaweed as starting material for electrode observed that the profile of CV in 1 Molar
H2SO4electrolyte produced a similar curve inour study [13].
The anode and cathode peak arose due to the transformation reversible of

quinones/hidroquinon (-OC = O). Wang et al. found that the redox peakwas expected
to occur because of the concentration of anions on the pore surface of the electrode
as a function of surface potential [14]. It is obvious that the surface anion concentra-
tion increased sharply with the potential increment. This regime corresponds to the
increase of current density reaching maximum corresponds to crest of the hump. Then,
the ion accumulation near the electrode surface became to be slower as the electric
potential increased. In our study, these functional groups remain in all electrodes for
activation timeof 1 h sufficiently removes all the functional groups from the electrodes.
The specific capacitance values for all the cells using BACMs measured at various

compression pressures and activated at 800𝑜C with holding time of activation for 1.5
and 2 hours are shown in Fig 3. As can be seen in this legend, each compression
pressure, the specific capacitanceswere increased with increasing the holding time
of activation.
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Figure 1: Profiles of CV at a scan rate of 5 mV/s.

Figure 2: Profiles of CV at a scan rate of 5 mV/s.

The rofile of CV at various scan rates with the voltage range of -1 – 1 V for cells by
using BACM-C1.5 and BACM-C2 electrodes are shown in Fig. 4 and5 respectively. As
expected, as the scan rate increases, the potential window becomes to be larger since
the current density increases. According to Xu et al., the current density increases with
increasing scan rate because the cell has a faster reversibility response of charge-
discharge [15]. For high voltage scan rate, the cyclic time becomes to be faster and
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Figure 3: Specific capacitance with different holding time of activation.

No. Sampel Specific capacitance (F/g)

5 (mV/s) 15 (mV/s) 25 (mV/s) 50 (mV/s) 100 (mV/s)

1. BACM-A1.5 17.3 14.0 11.5 8.9 6.5

2. BACM-A2 27.1 24.9 23.0 19.8 15.8

3. BACM-B1.5 29.5 26.9 23.9 20.7 13.4

4. BACM-B2 35.1 32 29.0 24.3 18.5

5. BACM-C1.5 35.9 30.9 28.3 23.0 17.3

6. BACM-C2 82.5 76.0 68.6 53.3 38.1

T˔˕˟˘ 1: Specific capacitance of supercapaacitor with various scan rate.

therefore the electrolyte ions do not have time to diffuse into the pores. Consequently,
the square characteristic of potential window decrease resulted from ain order pore
structure, andhighly unordered pore network [16]. CV slowly becomes tilted from the
horizontal line as the scan rate increase, which indicates the value of ESR significantly
increase because of ionic conductivity of H2SO4 electrolyte becomes to be smaller [10].
The specific capacitance of the BACM-C1.5 and BACM-C2for various scan rates

obtained from CV data is shown in Table 1. The increment of the scan rate caused
specific capacitance decreased gradually. The specific capacitance decrease corre-
spondent to scan rate increases due to the limited transfer of ions to the surface of
the electrode pores causing some pores are not accessible at high scan rate. At low
scan rate, the current is small, iR loss can be ignored, and supercapacitor cells can be
considered as a pure capacitor. In contrast, at high scan rate, the current also increased
and iR loss become significant and supercapacitor cells act as a pure resistive device
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Figure 4: Profile of voltammograms with various scan rates for BACM-C1.5.

Figure 5: Profile of voltammograms with various scan rates forBACM-C2.

[17]. According to Ma et al., in a high scan rate (100 mV/s), electrons transfers and ion
diffusion occurred quickly caused by the specific capacitance decreases [18].
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4. Conclusion

BACM consisting of pre-carbonized of EFB (90% by weight) and GPC (10%) were
pressed with various compression pressure of 4.5, 6 and 7.5 metric ton, respectively.
These BACM were carbonized at 800𝑜C, and activated for 1.5 h and 2 h by CO2 at
800𝑜C which were used as electrodes in symmetrical supercapacitor cells. We observe
that the electrochemical behavior of supercapacitor cells were changed and strongly
depending on the compression pressure and holding time of activation. The better
specific capacitance were resulted from the compression pressure at 7.5 metric ton
and holding time of activation of 2 h.
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Abstract
Solar updraft power generator (SUPG) is a renewable energy facility capable of
harnessing the solar energy. The first large prototype of SUPG was built in 1980’s
in Manzanares, Spain to evaluate the projected performance of the facility and to
serve as verification tools for future power simulator development. In this paper, the
performance of a solar updraft power generator is assessed using the developed
mathematical model. The model is validated by comparison with experimental data
of Manzanares SUPG. The validated model is then used to calculate the amount
of energy produced in seven selected locations in Indonesia. The selected cities in
Indonesia exhibited a higher average monthly energy production compared to those
in Manzanares. In particular a site like Kupang, would generate two times the energy
of the Manzanares SUPG. The power production is sufficient for the needs of this
isolated area in Indonesia and has the potential to solve the energy issue.

Keywords: Indonesia, Power Production, Renewable Energy, Solar-Induced Wind
Energy

1. Introduction

A solar updraft power generator consists of three main parts which are solar collector,
solar tower and wind turbine. It offers compelling concepts in producing electrical
power by utilizing the solar radiation to increase the airflow temperature, making it
less dense than the ambient air which induces a buoyancy force in the form of an
updraft flow [1]. The desired kinetic energy from the updraft flow will be extracted
by one or series of wind turbine located at the center of solar collector. The energy
conversion is complex, but in principle, it is not an obscure theory. The conversion
process can be explained as follows. When solar radiation arrived at the surface of the
solar collector, part of it is absorbed by the ground under the solar collector andmost of
the solar radiation is transmitted to the down layer of the ground. The ground and the
solar collector will also emit radiation, making the modeling of heat transfer process
more complex [2]. Furthermore, the absorbed solar radiation is then transferred in
form of heat flux to the airflow via convection process and to the down layer of the
ground through conduction process. These mechanisms create the differences in the
properties of airflow such as pressure, density, and temperature, between the inside
and the outside of SUPG system. The pressure difference conceives the inertia force
while the density difference – due to temperature difference – organizes the buoyancy
force. These two forces are the main driving force in the SUPG system.
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Figure 1: (a) A picture of the Manzanares SUPG in Spain, (b) Illustration of the Manzanares SUPG showing
its main parts.

Although the physics behind the energy conversion process is complex, this power
plant provides uncomplicated design where turbines and generators are the plant’s
only moving parts. Therefore, a lot of researchers have been captivated by the poten-
tial benefits that this power generator might offer for a clean power production. How-
ever, it has an inherent low efficiency compared to the other conventional power gen-
erator. Much effort have been devoted to improve its efficiency such as adding thermal
storage equipment [3,4], studying the influence of geometry to the power production
[5,6,7], or modifying the design of the SUPG [8,9,10]. With this reason, we investigate
the performance of a solar updraft power generator expected to provide the remote
regions in Indonesia with electric power. This study also presents the analysis about
the influence of geometrical and physical parameters such as tower height, collector
radius and temperature difference, on the power output. The physical parameters of
a solar updraft power generator were determined by using the numerical simulation.

2. Mathematical Model

The performance analysis of solar updraft power generator is based on amathematical
model which has been developed in [11]. This mathematical model is derived from the
mass, momentum, and energy balance equations with addition of one state equa-
tion. Several assumptions have been implemented to these equations such as invis-
cid, incompressible, and one dimensional axisymmetric flow. To verify the simulation
assumption and procedure, the Manzanares SUPG has been considered as test case.
Dimension of the Manzanares SUPG are as follows [12]: solar collector radius, 122 m;
solar tower height 200 m; solar tower radius, 5.08 m; solar collector height, 2 m. A
picture and illustration of the Manzanares SUPG are presented in Fig. 1.
The maximum mass flow rate inside the solar tower can be obtained by applying

the momentum balance equation on a control volume in the tower. In addition, the
change of airflow density can be represented by the change of airflow temperature
which is known as the Boussinesq approximation [13]. The equation for mass flow rate
𝑚̇ is then given by
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Figure 2: (a) Model validation, (b) Effects of tower height and collector radius to the power.

𝑚̇ = 𝜌𝜋𝑟𝑡𝑜𝑤2√2𝑔
𝑇𝑎 − 𝑇𝑎∞

𝑇𝑎∞
ℎ𝑡𝑜𝑤 (1)

where 𝜌 is the airflow density, 𝑔 is the gravity constant, 𝑇𝑎 is the updraft tempera-
ture, 𝑇𝑎∞ is the ambient air temperature, and 𝑟𝑡𝑜𝑤, ℎ𝑡𝑜𝑤 are the tower radius and tower
height respectively. The mechanical power 𝑃 delivered by the turbine is obtained as

𝑃 = 𝑚̇3𝐶𝑃
2𝜌2𝜋2𝑟𝑏𝑙𝑎𝑑𝑒4

(2)

where 𝑟𝑏𝑙𝑎𝑑𝑒 is the radius of turbine blade and 𝐶𝑃 is the coefficient of power. The
suitable value of 𝐶𝑃 should be obtained from experimental data.
In order to validate the developed model, the simulated mass flow rate is then

compared with the experimental result of the Manzanares SUPG. Simulated mass flow
rate are calculated for two cases. The first case is simulation without energy extrac-
tion or without turbine configuration. This case will give the maximum amount of
mass flow rate. The second case is simulation with energy extraction or with turbine
configuration. The mass flow rate from the latter case will be less than the former
case since part of its kinetic energy has been extracted. The results are presented in
Fig. 2 (a) which shows the simulated mass flow rate for two cases together with the
experimental mass flow rate from the Manzanares experiment. It is observed that the
simulation result is in good agreement with the experimental data, demonstrating that
the developed model is reliable and can be used for the study of power production in
Indonesia.
Fig. 2 (b) shows the effect of tower height and collector radius on the generated

mechanical power. The mechanical power was computed for Irradiance 𝐼 = 1000
W/m2. The tower height and the collector radius are varied linearly up to 500 m. It is
recognized that the power production increases with the increase in the size of power
generator.
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Figure 3: Solar radiation map of Indonesia [16].

3. Results and Discussion

Evaluation of solar updraft power generator performance in selected regions in Indone-
sia is discussed. In the current investigation, 7 regions have been selected for feasibility
study of constructing a solar updraft power generator. They are: Pekanbaru in Suma-
tra Island, Semarang in Java Island, Pontianak in Kalimantan Island, Kupang in Nusa
Tenggara Island, Makasar in Sulawesi Island, Ambon in Maluku Island, and Jayapura in
Papua Island. These locations have been selected to represent regions of different
major Island in Indonesia. These regions are marked with rectangle boxes in solar
radiation map of Indonesia (Fig. 3). The meteorological data such as solar radiation
and ambient air temperature are retrieved from [14,15]. The monthly solar radiation
data were selected in the current work. These data are then used to calculate the
power for each selected regions by using the developed mathematical model.
The results of simulated monthly energy production are presented in Fig.4. In this

figure, the performance of a solar updraft power generator was calculated for the same
geometry as the Manzanares SUPG. The energy production in Kupang is the highest
among the selected regions (304.1 kWh/day in September). This is closely followed by
Makassar and Semarang (270.6 kWh/day and 265.7 kWh/day, both in August). Ambon
and Pekanbaru have the highest record of energy production in October and March
while the other two locations are Pontianak and Jayapura, where the highest energy
production is observed in August and in September respectively.
Table 1 shows a comparison between the simulated average monthly energy in

Indonesia and the measured average monthly energy in Manzanares, Spain. The
energy outputs are presented in kWh/month in order to estimate how many houses
could be powered. With assumption that the average electricity consumption for a
household is 250 kWh/month where the consumption is mainly for lighting, TV, fans,
iron, rice cooker, and water pump, thus a solar updraft power generator could provide
the electricity for about 20 to 30 houses in isolated area in Indonesia.
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Figure 4: Calculated energy production in selected locations in Indonesia.

Selected Locations Average Monthly Energy [kWh/month]

Pekanbaru 6081.66

Semarang 6493.24

Kupang 7583.55

Pontianak 6147.07

Makassar 7003.19

Ambon 6834.48

Jayapura 5844.31

Manzanares 3682.50

T˔˕˟˘ 1: Average Monthly Energy in Selected Locations.

Furthermore, the monthly energy production in all selected locations in Indonesia
showed a higher value compared to those in Manzanares, Spain. A site like Kupang,
where it has the highest energy production per month among the selected locations,
would generate two times the energy of the Manzanares SUPG.

4. Summary

The performance of a solar updraft power generator in selected locations in Indonesia
has been assessed to evaluate its feasibility. The assessment is conducted by using
a developed model which has been validated by comparing the simulated results
with the experimental data where a good agreement has been obtained [11]. The
result shows that a solar updraft power generator in sunny areas of Indonesia, such
as Kupang, would generate twice the energy than an identical one in areas such as
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Manzanares, Spain. In addition, the energy outputs could potentially provide 20 to 30
household’s electrical needs for a month in remote area in Indonesia.
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Abstract
In order to obtain accurate prediction of ocean wind energy, long term data are
needed. However, one data sources might not able to provide long duration data.
Therefore, the data need to be combined with other sources of data. However,
before combining the data, it is important to compare and validate them to confirm
their accuracy. In the present study, wind speed data collected by QuikScat and
SSM/I (SSMIS) missions are compared and analyzed. QuikScat data were collected
by a satellite with the same name, while Special Sensor Microwave Imager (SSM/I)
and Special Sensor Microwave Imager Sounder (SSMIS) data are processed and
offered by Remote Sensing System (RSS). SSM/I (SSMIS) are passive microwave
radiometers carried onboard Defense Meteorological Satellite Program (DMSP). For
the comparison, 5 (five) arbitrary positions over Sulawesi and Maluku islands sea
areas are chosen for the analyses. For the evaluation purposes, beside time series
of daily data from several chosen positions in research location, several statistical
parameters are also computed and compared such as mean, standard deviation, root
mean square (RMS), correlation coefficient.

Keywords: Energy Density, Satellite Data Comparison, Remote Sense Data, Sulawesi
and Maluku islands

1. Introduction

It is known that wind characteristics such as speed and direction, have seasonal varia-
tion. They are varied depending on time and location. Therefore, in order to maximize
the harvested power, wind turbine system needs to be relocated from time to time.
For this purpose, the National Institute for Environmental Studies (NIES) of Japan has
studied and proposed a sailing-type floating turbine structure [1]. The structure is
pontoon shaped and has no mooring system. It is supposed to be able to navigate
with its own sails and azimuth thrusters. More detail studies about the structure can
also be found in references 2 and 3.
Similar concept has also been introduced by Mahmuddin et al. [4, 5] to harvest

ocean wind energy around Sulawesi and Maluku islands sea areas. The structure is
known to be mobile floating structure (MFS). The MFS is designed not to sail but it
can be relocated to other locations with higher energy density every certain time. In
order to determine the location of the MFS, in the same studies, the energy density
of the sea areas around Sulawesi and Maluku islands has also been assessed and
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simulated in order to predict the power production of the MFS in the areas. In the
previous analysis, data collected by satellite QuikScat had been used. The satellite
QuikScat used a scatterometer to measure the wind speed 10m above sea surface.
However, QuikScat satellite operated only for around 10 years which are from year
1999 to 2009. Therefore, other sources of satellite data are needed to obtain longer
data period to be used in analysis. Longer data period would improve the accuracy of
long term assessment results.
There are numerous other satellite data sources that can be used for analysis. The

summary of satellite data and their duration can be found in reference 6. Because
of the convenience way to obtain the data, the present study uses data processed
and offered by Remote Sensing System (RSS). RSS processed and analyzed data from
several satellites. The data can be downloaded freely from their website. The data
source processed by RSS which has the longest period is the data obtained from the
Special Sensor Microwave Imager (SSM/I) and the Special Sensor Microwave Imager
Sounder (SSMIS) missions. SSM/I (SSMIS) are passive microwave radiometers carried
onboard Defense Meteorological Satellite Program (DMSP). The measurement device
is different with the one used by QuikScat because QuikScat utilized scatterometer for
its observations. However, before combining the QuikScat and the SSM/I (SSMIS) data
in the analysis, it is important to compare and validate the data to confirm their accu-
racy. In the present study, wind speed data collected from QuikScat and SSM/I (SSMIS)
missions are compared and analyzed. For this purpose, 5 (five) arbitrary positions over
Sulawesi and Maluku islands sea areas are chosen for the analyses.
For the evaluation purposes, beside time series of daily data from several chosen

positions in research location, several statistical parameters are also computed and
compared such as mean, standard deviation, root mean square (RMS) and correlation
coefficient.

2. Wind Data Models

There are numerous wind data models that could be used in a long term prediction of
wind speed. The present study uses 2 (two) products of RSS which are SSM/I (SSMIS)
and QuikScat.

3. SSM/I and SSMIS

The Special Sensor Microwave Imager (SSM/I) and the Special Sensor Microwave
Imager Sounder (SSMIS) are satellite passive microwave radiometers. This series
of instruments has been carried onboard Defense Meteorological Satellite Program
(DMSP) satellites since 1987. The instruments are referred to by satellite number
starting from F08 to F18. Ocean measurements derived from the radiometer observa-
tions include Surface Wind Speed, Atmospheric Water Vapor, Cloud Liquid Water, and
Rain Rate [7]. The spatial resolution of the data is 25 x 25 km.
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Figure 1: Location of the research and chosen positions.

3.1. QuikScat

The US launched SeaWinds scatterometer in June 1999. It continued to operate until
November 2009. The SeaWinds scatterometer is active microwave radar with dual-
beam, conical scan 1 m diameter reflector antenna, operating in Ku-band at 13.402 GHz
[8]. The primarymission of these SeaWinds scatterometerswas tomeasurewinds near
the ocean surface. They are also useful for some land and sea ice applications. The
SeaWinds instruments are the third in a series of NASA scatterometers that operate
at Ku-band (i.e., a frequency near 14 GHz). The first instrument was flown in 1978 on
SeaSat mission, which was followed by the second Ku-Band scatterometer flown 18
(eighteen) years later on Japan’s Midori-I (ADEOS-I) spacecraft in August 1996 named
NSCAT.

4. Research Area

The location of the present study is the sea areas around Sulawesi and Maluku islands
of Indonesia. Over the sea areas, 5 positions are chosen arbitrarily for data analysis.
The map of research area and chosen positions are shown in the following Fig. 1. The
basic image of the figure was produced using Google Earth version 7.1.2.2041.
The chosen positions are shown as yellow dotswith their numbers in themap above.

The exact coordinates of the chosen locations are shown in the following table.
In the present study, 1 (one) year data which is in year 2000 are extracted from each

data sources to be compared. From all type of data available from RSS website, 3-day
averaged data were chosen.

DOI 10.18502/keg.v1i1.513 Page 3



 

ICoSE Conference Proceedings

No Longitude Latitude

1 119 3.50

2 120 -7.00

3 126 -0.50

4 127 3.00

5 129 -6.00

T˔˕˟˘ 1: Coordinates of computed positions.

Figure 2: Daily wind speed comparison.

5. Results and Analysis

After extracting the wind speed information of the chosen positions from the data
sources, the average of daily wind speed from chosen locations are computed and
shown in the following figure. It can be seen from the Figure 2 that the general ten-
dency are similar. However, magnitudes are found to be slightly different. It can also be
noted that a line from each data sources reaches zero wind speed which indicates that
no data available for the day. In order to observe more detail about the difference, the
data above are averaged to obtain monthly averaged data. The computation results
are shown in the following figure.
From Fig. 3, it can be seen that general tendencies of the wind speed are in a

good agreement. However, significantly different magnitude of the wind speed can
be observed. Moreover, in order to evaluate more closely the data, the statistical
parameters of the data are computed and compared. The computation results are
shown in the following table.
From the table above, it can be seen that difference can be found in all parameters.

The two first compared parameters are mean speed and root mean square (RMS)
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Figure 3: Monthly averaged wind speed comparison.

Parameters SSMI QuikScat

Mean 4.480 5.188

RMS 4.553 5.240

Standard deviation 0.810 1.020

Correlation coefficient -0.358 -0.404

T˔˕˟˘ 2: Statistical parameters comparison.

which represent average of compared data. Both variables show difference of approx-
imately 14%. Moreover, the table also shows that the standard deviation of QuikScat
data is higher 0.21 point as compared to the one computed from SSMI data which
means that Quikscat data has larger data range as compared to SSMI data.
The last row of the table shows that both correlation coefficients are in negative

which means that both data have same tendencies. Higher negative value of Quikscat
can be expected from higher standard variation as shown in third row. The differences
and tendencies of the parameters could confirm the tendency found in Fig. 3. The
finding found above should be considered when using satellite data to determine the
wind energy density in certain areas.

6. Summary

The present study compared the QuikScat and SSM/I (SSMIS) data. It is found from the
computation results that the tendencies of the computed Quikscat and SSM/I (SSMIS)
data are in a good agreement but the magnitudes are significantly different. The dif-
ference between the data is approximately 14%. The finding should be considered in
using the data for long term assessment analysis including for wind energy prediction.
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Abstract
This study assesses the life-cycle impacts of palm oil biodiesel value chain in order to
provide insights toward holistic sustainability awareness on the current development
of bio-based energy policy. The assessment methodology was performed under a
hybrid approach combining ISO-14040 Life Cycle Assessment (ISO-LCA) technique
and Ecologically-based Life Cycle Assessment (Eco-LCA) methodology. The scope
of this study covers all stages in palm oil biodiesel value chain or is often referred
to as “cradle-to-grave” analysis. The functional unit to which all inputs and outputs
were calculated is the production of 1 ton of biodiesel. For the analysis, life cycle
inventory data were collected from professional databases and from scholarly articles
addressing global palm oil supply chains. The inventory analysis yields a linked flow
associating the land used, fresh fruit bunch (FFB), crude palm oil (CPO), per functional
unit of 1 kg of palm oil biodiesel (POB). The linked flow obtained in the inventory
analysis were then normalized and characterized following the characterization model
formulated in stocktickerISO-LCA guidelines. The aggregation of ecological inputs was
classified based on the mass and energy associated to each unit process in the value
chain, which are cultivation, extraction, conversion, and utilization. It is noted that
compared to other unit processes, cultivation is the most crucial unit process within
the whole palm oil biodiesel value chain. This study serves as a big picture about the
current state of palm oil biodiesel value chain, which will be beneficial for further
improving oversight of the policymaking and service toward sustainable development.

Keywords: Palm oil, biofuel, Life Cycle Assessment, value chain analysis, sustainability

1. Introduction

Biofuels production pathway through conversion of plant oils into fatty acid methyl
ester (FAME) or biodiesel opens an opportunity for economic growth and energy secu-
rity for producing countries. Among the different plant oil feedstock, palm oil is con-
sidered as a potential feedstock due to its high oil content and yield [1,2]. However,
concerns over environmental and social impacts related to production of palm oil have
been rising [3,4].
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Figure 1: Process Flow Diagram of Palm Oil Biodiesel [16].

Various tools and methodologies for assessing and benchmarking environmental
impacts of different product system have been developed and implemented. In order
to advance the decisionmaking process that favors sustainability at various levels (e.g.,
policies, regulations and practices), an integrated life cycle sustainability assessment
(LCSA) framework has been developed [5,6]. This framework combines the application
of the static life cycle analysis with dynamic system modeling and simulation to show
the possible evolutionary trajectories of given scenarios.
This study aims to demonstrate the LCSAmethodology in the static life cycle analysis

part through a novel approach that couples the ISO 14040 Life Cycle Assessment (ISO-
LCA) [7] and the Ecologically-based LCA (Eco-LCA) [8] methodologies on a value chain
of palm oil biodiesel. By applying this hybrid LCA approach, it is expected that a more
comprehensive life analysis can be performed and, thus, it can provide far-reaching
information about the sustainability impacts of palm oil biodiesel, which in turns will
be useful for decision makers to make well-informed policies.

2. Methodology

For the ISO-LCA, the scope of this study covers all stages in palm oil biodiesel supply
chain from land clearing, cultivation, milling and conversion, up to the utilization of
biodiesel in vehicles (Fig. 1). The functional unit used in this study is the production
of 1 metric ton of palm oil biodiesel (POB). Detailed unit processes and input-output
flows referred for the inventory analysis are shown on Fig. 1 which covers material
and energy flows on each unit process. The impact assessment uses the standard
procedure given in ISO 14040 as well as the guidelines and characterization factors
given in the handbook of LCA [9]. Inventory data for this study were collected from
secondary and surrogate databases [10,11,12,13,14,15]. Process Flow Diagram of Palm
Oil Biodiesel [16]
For the Eco-LCA, the system boundary was extended to include the role of ecosys-

tem goods and services. The biodiesel supply chain here was simplified to a “gate-
to-gate” system starting from cultivation and ending at the refining step used for
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Impact Category Quantity Unit

Land use 0.21 [ha.a]
Global warming 9,415.20 [kg CO2-eq]

Human toxicity 7.80 [kg 1,4-DCB-eq]

Eco-toxicity (freshwater) 1,771.40 [kg 1,4-DCB-eq]

Eco-toxicity (terrestrial) 244.20 [kg 1,4-DCB-eq]

Photo-oxidant formation 0.20 [kg C2H4-eq]

Acidification 10.10 [kg SO2-eq]

Eutrophication 3.20 [kg PO4
3−-eq]

Abiotic res. Depletion 4.00 [kg Sb-eq]

T˔˕˟˘ 1: Life Cycle Impact Analysis per ton of POB.

the production of palm oil biodiesel. Similar to the ISO-LCA, the functional unit is one
metric ton of POB. A key assumption in the chosen production route is that the pro-
duction facilities are all located closed to each other, which is reasonable since palm
oil biodiesel is typically produced in the same location as the palm oil milling plant and
is located in-situ with plantation.
The information flow for material and energy for each process at the economy level

was approximated using the most relevant available economic sectors in Economic
Input-Output analysis table provided in Eco-LCAwebsite [17]. This table is based on the
1997 491-sector model of the North American Industry Classification System (NAICS)
standard. For instance, palm oil cultivation is represented by oilseed farming (NAICS
sector 11112) and palm oil extraction by oilseed processing (NAICS sector 311223).
The current Eco-LCA software uses the functional unit of each resource in terms of

U.S. economy (i.e., USD) for normalization. Therefore processes that are in the “econ-
omy level” need to be converted from their quantities (i.e., kg) in the process LCA-
linked-flow to their corresponding prices.

3. Results and Discussions

The accounting of life cycle inventory for ISO-LCA yields a linked-flow described as
Eq. 1.

0.206 ha⋅y→5,184 kgFFB→1,089 kgCPO→1,000 kgBDF (1)

Using the physical flow, the impact analysis based on the baseline impact categories
given in the operational guide the ISO-LCA standard has been obtained and the results
are presented in Table 1.
From impact assessment, it is inferred that global warming and eco-toxicity poten-

tials are the main hotspots of palm oil biodiesel value chain. The climate change-
related impact is associated with the land clearing process, the combustion of fossil
fuels during electricity generation, fertilizer manufacturing and material transportation
as well as methane release from anaerobic digestion of palm oil mill effluent (POME).
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Figure 2: Resource Consumption per ton of POB.

Eutrophication and acidification are other significant impacts of the palm oil biodiesel
value chain. These are associated with pesticides and insecticides use in the cultivation
stage which are released to the air and waterways and result in potential eutrophica-
tion and acidification hazards.
From the Eco-LCA calculation, results show, as expected, the reliance of palm oil

biodiesel on the natural capital provided by the ecosystem, including sunlight, carbon
dioxide from atmosphere, detrital matter from biosphere, water from hydrosphere, as
well as fossil fuels and various form of mineral from lithosphere such as coal, crude oil,
natural gas, salt, sand, phosphorous and nitrogenous mineralization (Fig. 2). Although
large quantities of ecosystem goods are consumed along the life cycle of palm oil
biodiesel, in terms of mass, only a few of them are significant in quantity. Results show
that carbon dioxide, detrital matter, fossil fuels, and soil erosion are the ecosystem
goods and services that are consumed in the order of more than 100 kg per ton of
POB.
Cumulative water inputs account for 1.4×103 ton, and CO2 accounts for 5 tons per

ton of POB as a result of water uptake and the process of CO2 fixation during the pho-
tosynthesis associated with the cultivation of oil palm. Detrital matter, which accounts
for 1.5 tons per ton of POB, is another significant input from ecosystem goods. It is
important to note that compared to the other three unit processes, cultivation is the
most crucial unit process during the whole biodiesel life cycle, embodying 74% of the
mass input. This implies that the downstream process is very critical in the whole palm
oil biodiesel life cycle, and therefore sustainable management of the downstream pro-
cess contributes a lot to the sustainability of palm oil biodiesel supply chain. Result from
energy analysis (graph not shown here) indicates that fossil fuels from the lithosphere
and solar energy in ecological services are the major energy contributors providing
more than 104 MJ of energy per ton of POB. Unlike results from the conventional LCA
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where the role of solar energy is not counted, Eco-LCA result indicates that solar energy
is the biggest contributor in terms of energy input. This indicates the large quantity of
solar energy enters the economy via photosynthesis in the agricultural and forestry
sectors.

4. Conclusions

This study has been able to demonstrate the static life cycle analysis part of the
LCSA methodology through a novel approach that couples the ISO LCA and the Eco-
LCA. This study has also provided insights on how ecosystem goods and services are
associated with the value chain of palm oil biodiesel. Despite the fact that almost
100% of the energy inputs are renewable, it cannot be interpreted that the palm
oil biodiesel is completely sustainable. The rates of consumption and regeneration
are two key-factors which need to be considered in judging system sustainability;
consumption rate that exceeds the ecosystem’s ability for the regeneration will result
in the deficit of ecological supply. This big picture is essential to understand the critical
ecological issues in producing palm oil biodiesel, which is an important consideration
in an integrated, system-perspective decision making process for formulating policies
that favor sustainable development.
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Abstract
The pinching radius of ion beams effects are observed throughout the current
densities obtained in the truncated end of NX2 plasma focus anode. The numerical
experiments were carried out using RADPF code operating from 11 to 14kV of applied
voltage using Neon as the filling gas with range of pressure 1.0–5.0 Torr. Energy
beam acquired is studied with reference of the pinch radius and current densities.
The theoretical calculations are studied. The radial speed will describe the energy
transferred and will contribute to the drive parameter. The pinching radius of ion beam
generated from the system plays an essential role in the determination of current
densities that affects the energy beam produced. The highest energy beam, 156 J
obtained at 4.0 Torr, where the current densities 7.3x109Am−2and pinch radius 1.68mm.

Keywords: Plasma Focus, pinching radius, current density, energy beam

1. Introduction

The studies on Plasma Focus, PF device have manoeuver many findings on the future
insights of energy sources [1, 2] due to its competency to produce multi-radiations
such as soft X-rays, neutron, electrons and ions. The radiations are obtained through
compression of plasma column. The dynamics enclosed in the system started when
the current sheath is accelerated towards the open end of the inner electrodes by the
Lorentz force 𝐽𝑟 x B. The dynamics of the plasma and current sheath are important as it
will highly affect the detail profiles of radiation output [3]. Gribkov [4] highlighted the
fast ion beam generated within PF after current abruption and pinch phenomenon at
the truncated end of anode (Fig. 1). Akel [5] described the decrease in induced voltage
of the pre-pinch radial phasewill affect the acceleration of the ions andwill reduces the
ion energy with higher pressures. Bhuyan [6, 7] mentioned the studies of energy flux
of ion beam in PF and its characterization endeavor to possess broad understanding on
fundamental physics, understand themechanism of the production and the generation
of high-energy ion.
Ion beam production is an important phenomenon to distinguish the properties of

ions beams emitted from PF. In Fig. 1, beam of fast deuteron generated at plasma
diode will interact with the hot and dense plasma at focus pinch column. Lee [8, 9],
Gribkov [12] and Pimenov [10] have done substantial studies on ion beam based on the
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Figure 1: Schematic of the plasma dynamics in plasma focus device.

beam target mechanism. Lee defined beam that passing through a plasma target as
cross-section = reaction rate (beam ion number flux x number of target particles). The
beam kinetic energy and pinch inductive energy were associate to attain the numbers
of beams ions per unit plasma volume traversed, 𝑛𝑏 and beam ion speed, 𝑣𝑏 according
to the gas properties of neon [8]. This interrelation is governed by fe parameter. fe,
defined as the fraction of energy converted from pinch inductive energy to beam
kinetic energy. The equations consists of the effective charge Zeff, mass number M,
mass of the proton, electron and the diode voltage, U, Mass number of neon ion,
M is 20 whilst mp is 1.673x1027 kg. After computing extensive data fitting, Lee [8],
described U = Vmax ⋅Vmax is themaximum induced voltage of the pre-pinch radial phase.
The derivation principle of flux 𝐽𝑏 ,(Eq. 1) is significant for the studies of ion beam
properties. The narrow beam will exit along the pinching axis after the post-pinch of
shock wave. Flux, 𝐽𝑏(ions m−2s−1) is determined at the truncated of plasma anode
based on the ion number per unit cross-section. By having estimation on plasma exit,
the ion number per unit cross-section fluence, 𝐽𝑏𝜏, energy beam and current densities
properties are given in Eq. 2,3 and 4 [8, 9].

𝐽𝑏 = 2.75 × 1015(
𝑓𝑒

𝑀 𝑍𝑒𝑓𝑓 )
1/2 ⎧⎪

⎨
⎪⎩

𝑙𝑛[
𝑏
𝑟𝑝 ]
𝑟2𝑝

⎫⎪
⎬
⎪⎭
(
𝐼2𝑝𝑖𝑛𝑐ℎ
𝑈 1/2 )

(1)

Fluence (ions m−2), 𝐽 𝑏𝜏 = 2.75 × 1015𝜏(
𝑓𝑒

𝑀 𝑍𝑒𝑓𝑓 )
1/2 ⎧⎪

⎨
⎪⎩

𝑙𝑛[
𝑏
𝑟𝑝 ]
𝑟2𝑝

⎫⎪
⎬
⎪⎭
(
𝐼2𝑝𝑖𝑛𝑐ℎ
𝑈 1/2 )

(2)

Current density, Am−2 = 𝐽𝑏 × 𝑒 ⋅𝑍𝑒𝑓𝑓 (ion charge) (3)

Energy in beam, (𝐽 ) = 𝑛𝑏 × 𝑍𝑒𝑓𝑓 ⋅𝑈 (4)

These equations were incorporated in the Radiative Dense Plasma Focus, RADPF to
study ion beam generation. Study are conducted by using different applied voltage to
analyse the effects of pinching radius, current densities and energy beam obtained
from the system.
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2. Methodology

The current densities were studied at variation voltage to see its correlation with pinch
radius. 11, 12, 13 and 14 kV voltages applied to the NX2 plasma machine where the
static inductance, 20 nH, capacitance, 28 𝜇F, stray resistance, 2.3 mΩ, cathode radius,
4.1 cm anode radius and length is 1.9 and 5 cm. Experiment conducted using 1.0- 5.0
Torr range of operating pressures with Neon as the working gas. The thermodynamics
of neon gas and NX2 PF device configuration were incorporated in the RADPF code to
ensure the system is reliable and consistent with the actual NX2 plasma focusmachine.
RADPF was used due to its capacity in comprehend the operation system of PF devices
by incorporating the snow plough (axial phase) and slug model (radial phase). After
amassed the NX2machine configuration into theworking platform of RADPF, the actual
and computed experimental data were validate to ensure data are coordinate. The
discharge current signal comprises the system dynamics and the information on prop-
erties of multi-radiation, so, it was identified as the points of reference. The profiles of
the discharged currents start from the breakdown phase until the end of pinch phase;
and along the phases, it will signify the Joule heating, radiative emissions, and the
expended column current flow that abruptly transited from the narrow pinch. The val-
idation of computed PF system with the actual experiments were determined by cur-
rent fitting techniques[11] that comprises model parameter of mass shedding effects
and current shedding factor f𝑚, f𝑐,(𝑎𝑥𝑖𝑎𝑙)| f𝑚𝑟, f𝑐𝑟 (𝑟𝑎𝑑𝑖𝑎𝑙). These parameters were scrutinized
by parts to ensure interrelation with the dynamics, thermodynamics, electrodynamics,
and radiation events of the PF. In the first stage to fit the measure current, the axial
model parameter, f𝑚, f𝑐 , were tuned to fit the actual the current inclination. This process
was continues at the peak current zone until the peak current are prudently agree
with the measured current profile. Then the second stage fitting process on the radial
phase where, f𝑚𝑟 and f𝑐𝑟 were tuned until the slope of current dip and the end of
dip in typically good agreement with the measured current profile. Nevertheless, the
significant discrepancy of the computed and measured current profile after the current
dip can be negligible, as our scope of study centered upon the radial phase; as in radial
phase encompass appealing physic phenomenon to be in focus at. In instance, when
the computed current profile was fitted with the measured current profile, the system
ready to be run for detailed experimental calibration. The experiments conducted gives
significant pattern on the results in RADPF. The data obtained were then accumulated
by using Microsoft visual basic.

3. Results and Discussion

Fig. 2a shows the well fitted current profiles of the computed and actual PF machine
with an average fitting deviation of ∼5.87%. Good current discharge obtained when
current dip is position at the region close to the peak current. The scrutiny deviation
are due to the time delay in the spark gap switching during actual experimental. The
axial phase duration is about 1.18 𝜇s, then it’s continuing with radial phase that last
only at 0.214 𝜇s where the radial phase ends at 1.399 𝜇s. It can be observed in the Fig.
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Figure 2: (a) Computed and measured current profile fitting, (b) Positions of shock front and magnetic
piston for 1.7kJ NX2 PF operated at 2.6 Torr (Neon).

2b, within very short duration time of 214 ns, the radial inward shock phase started
several tens of nanoseconds before entering the slope of current dip. The shock front
was then reflected after 151 ns from the start of radial phase and the plasma column
started to pinch at 186 ns that last for only 27.9 ns before it rapidly collapsed. The
experiment were continue to study the current densities trend by integrating with the
Eq. 3 and 4.
Fig. 3 shows the increasing of the current densities with the increase in gas pressure

at the applied voltage, where the pinch radius is started to decreased. The results
start to give a different pattern upon reaching certain value of pressure. From Fig.
3, maximum current densities 7.3x109Am−2 are achieved from 14 kV applied voltage
with optimum pressure 4.0 Torr, results in smallest pinch radius 1.68 mm. The biggest
pinch radius, 4.22 mm attained from the system will results in 4.3x108Am−2from 11 kV
applied voltage at pressure 5.0 Torr. From the result, it is evident the current densities
phenomenon is affected by the pressure. This is due to the number of the ions and
density of the plasma medium contributing to diffusion and transfer of energy. Thus,
at optimum pressure, the electrons and ions are efficiently accelerated by the field.
This will increase the number of ions collides where energy is transfer; so, more gas is
ionized and will cause more generation of ions and electrons with higher energies
which accelerate toward the cathode and the anode. Inadequate or over pressure
might deliberate the effectiveness of the PF system. In achieving optimal pinch radius
and current densities, it is important to stimulate the system using optimum pressure.
The electrons and ions from the optimum pressure would stimulate driving force to
pinch the pinching radius area. From the results, a consistency number of pinch radius
at its minimum gives out maximum number of current density.
In Fig. 4a; the selected applied voltage would give same pattern, where increasing

of pinching radius will lead to the decreasing in current density. At its radius local-
ity, it will give identical pattern and values of current density. The increase of pinch
radius from 1.68 mm to 5.58 mm would consent the current densities decreases from
7.3x109Am−2to2.2x108 Am−2. This assures that pinching radius affect the current den-
sities. These were further studied with respect of the pinch radius where 1.8mm and
2.6mmwere plotted by its current densities (Fig. 4b). The current densities are increase
with the increase in applied voltage where the pinch radius getting smaller.
The highest current densities obtain for 2.6mm of pinch radius is 2.7 x109 Am−2at

14kV, whilst the minimum is 2.1 x109 Am−2at 11kV. Significant different of current
densities observed at 1.8mm pinch radius; where the maximum current densities
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Figure 3: Current densities and pinch radius correlation with pressure with 11,12,13 and 14 applied voltages.

Figure 4: Correlation between current densities and pinch radius at different applied voltage.

obtained is 6.1x109 Am−2at 14kV whilst the minimum is4.5 x109 Am−2 at 11kV. The
poles apart between 1.8mm and 2.6mm pinch radius relative to the current densities,
practically shows the current densities is dominated by the pinch radius. The phe-
nomenon explained as follows. At optimum pressure with apt voltage applied, the
Lorentz force will works efficiently and results in the optimum inward radial force. This
allows significant constrain in the pinch area that compress the current flow per unit
area.

4. Conclussion

The maximum energy beam 156 J is achieved at constrain pinch radius, the minimum
energy beam obtained at the largest pinch radius with 38.4 J. The compression in
the radius of ion beam gives higher current densities. Adding up from the applied
voltage and optimum pressure applies, this study shows that the pinching radius of
ion beams will affects the current densities generated at truncated end of NX2 plasma
focus anode. From the current densities and pinch radius result, thus, we can estimate
and control the energy beam requisite. This approach is significant to be used for
applications in material deposition, modification and other relative industrial studies.
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Figure 5: The energy beam correlation with the current densities.
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Abstract
Photonic ring waveguide resonators have great potential applications in wavelength
filtering, switching, modulation and multiplexing. The response of coupled ring
resonators can be designed by using various coupling configurations. Particularly, ring
resonators can be used aswavelength filter when thewavelength fits awholemultiple
times in the circumference of the ring. In this paper, we investigate the effect of input
amplitude to power amplification in four ring resonator configurations and vary the
input amplitude on five different wavelengths. With OptiFDTD Photonics Simulation
Software V8.0, the results show the intensity phenomenon of filtering in optical circuit.

Keywords: Microring resonator, Side-coupled integrated space sequence of
resonators, power distribution, Finite Difference Time Domain, Optical filter

1. Introduction

Recently, optical ring resonator has become one of the most promising photonic inte-
gration platforms. The basic resonator consists of a straight waveguide coupled to a
fiber ring with radius, r [1–5, 8]. A generic ring resonator consists of optical waveg-
uide which is looped back on it, such that a resonance occurs when the optical path
length of the resonator is exactly a whole number of wavelength [5]. The solution of
Maxwell equations by Finite Difference Time Domain (FDTD) method was proved to
be one of the important tools due to its simple implementation in software simula-
tions. This mathematical method was used in a variety of photonics’ studies. By using
FDTD method, Hagness et. al described the design and experimental realization of a
simple ring resonator. Modeling micro ring resonator is important due to the optical
device offer a large free spectral range but also a narrow band [6-7]. In this study we
simulated four different ring resonator configurations and vary the input amplitude
on five different wavelengths. This paper studying the effect of input amplitude to
power amplification for all configurations and also varies the input amplitude on five
different resonant wavelengths. It is necessity to study the effect of structures on
ring resonator since we discovered that power can be distributed while propagating
through the structure for various performances. The output pattern of filter will varies
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due to particular orientation. Furthermore, we can optimize the profile of the output
waves.

2. Design and Simulations of Resonators

The model is started by setting up the wafer dimensions to 60 𝜇m in length and
20 𝜇m in width. The 2D wafer’s refractive index set to air’s refractive index which
is 1.00. The waveguide being used to model this simulation is to set the isotropic
constant refractive index which is its real value of 1.54 and no imaginary part. The
device configuration is composed by coupled up 4 double ring waveguide and a plane
waveguide as shown in Fig. 1. The details of the configuration are as follows; the length
of the linear waveguide has been set to 60.0 𝜇m and the width of fiber is 1.0 𝜇m. The
waveguide is coupled to double ring waveguide with radius of 3.25 𝜇m, both minor
and major radius. The centers of the horizontal position for the upper and lower rings
are located at approximately at 8 until 50 𝜇m by difference of 22 𝜇m between each
other. While the vertical position of the upper ring is approximately 4.1 𝜇m and the
vertical position are about - 4.1 𝜇m. The orientation angle of each ring waveguide is
set to 0∘. In this model, the default setting is used for the configuration of channel
thickness tapering. The width of the ring is set to 1.0 𝜇m and the depth is set similar
to profile of plane waveguide. The vertical input plane is interfaced to the device as a
power source. A continuous wave with wavelength of 1.55 𝜇m has been used as the
initial properties of the input plane for the Gaussian input field transverse. The plane
geometry is set and wave configuration is 0.4 𝜇m for its Z position being transverse
in positive direction with 0∘ initial phase. The input power we used is 1.0 V/m.

3. Theory

The basic relations amongst the incident field, E1, transmitted field, E2, and circulating
fields E3, E4 of a single resonator are inferred by combining the relations for the coupler
with that of the feedback path.
In the spectral domain the field leaving the coupling region are related to the input

fields via the subsequent unitary matrix;

(
𝐸4(𝜔)
𝐸2(𝜔) )

= (
𝑟 𝑖𝑡
𝑖𝑡 𝑟 )(

𝐸3 (𝜔)
𝐸1 (𝜔) )

(1)

where the lumped self- and cross-coupling coefficient, r and t are assumed to be
autonomous of frequency and fulfill the relations of r2 + t2 =1 [8]. The feedback path
(of length 2𝜋𝑅) connects the output from port 4 backward into input port 3 where the
field is conveyed as:

𝐸3 = 𝑒−
𝛼𝑟𝑖𝑛𝑔
2 2𝜋𝑅𝑒𝑖𝑘2𝜋𝑅𝐸4 ≡ 𝑎𝑒𝑖∅𝐸4 (2)
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Figure 1: The schematics diagram of various configurations of ring resonators (a) single ring resonators
(b) four serial-coupled single ring resonators (c) double ring resonators (d) four serial-coupled double ring
resonators.

 transmitted 

ray 

incident 

ray 

Figure 2: Electric field correlates with an all-pass ring resonator.

Here, 𝛼 represents the single-pass amplitude transmission and ∅ represents the
single-pass phase shift. Eq. 1 and 2 are solved to acquire an interpretation for the ratio
of the circulating field to the incident field;

𝐸3
𝐸1

= 𝑖𝑡𝑎𝑒𝑖∅
1 − 𝑟𝑎𝑒𝑖∅ (3)

The ratio of the circulating intensity to incident intensity, or the buildup factor B, is
given by the squared modulus of this outcome,

𝐵 = 𝐼3
𝐼1

= |
𝐸3
𝐸1 |

2
(4)
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= (1 − 𝑟2) 𝑎2

1 − 2𝑟𝑎 cos 𝜙 + 𝑟2𝑎2 (5)

The last outcomes may allude to the circumstance in which the incident light is
resonant with the ring (∅ = 𝑚2𝜋) and the attenuation is not considered (𝑎 = 1). A
passive ring resonator under these conditions achieves the maximum ratio of circulat-
ing power to incident power. For cross-coupling values of 10% (𝑡2 = 0.1), the intensity
in the ring can be 40 times higher than the intensity incident on the resonator in the
input waveguide. Based on the intensity in the ring that can be higher than in the bus,
ring resonator can be utilized for nonlinear optics applications with moderate input
intensities [8].

4. Results and Discussions

4.1. Single Ring Resonator and a Linear Waveguide

Fig. 2 describes results of light intensity before and after propagating the ring structure
of single ring resonator. This study is conducted based on five different wavelength;
𝜆 = 1.0 𝜇m, 𝜆 = 1.25 𝜇m, 𝜆 = 1.55 𝜇m, 𝜆 = 2.9 𝜇m, 𝜆 = 4.25 𝜇m and the input power
is set at 1 V/m. Based on the results, from Fig. 2 (a) it is found that the trend line is
nearly symmetric at wavelength 0.9 𝜇m to 1.1 𝜇m and a peak is found to rise at 𝜆 =
1.0 𝜇m. There seems that the filter rise gradually and the gain is high at this range.
Fig. 2 (b) depicts that the trend line is not symmetric compared in (a). The filter is
slightly exponential and the gain is high but the wavelength filter is short to be used
in practical application as an optical filter. Fig. 2(c) shows that the peak at wavelength
1.55 𝜇m is sharp and this makes it as a good filter in application. Besides, it depicts a
comb wave rapidly and the gain is relatively high at this range compared in (a) and (b).
As we increased the value of 𝜆 to 2.9 𝜇m and 4.25 𝜇m, it was found that the value of
output power is less compared to input power being supplied to the system. Contrary
to expectation, it is assumed that the power is being reticulate as it propagates through
the ring structure.

4.2. Input Amplitude of 1 V/m, 5 V/m and 10 V/m

Fig. 3 depicts that the higher input amplitude produces the narrower band wave as
this one of the ideal characteristic for an optical filter for 𝜆 = 1.55 𝜇m. However at
higher input amplitude, we cannot clearly observe the gap between the input source
and output source compared to lower input amplitude. It is evident from the results;
the trend line for various setting of input amplitude is similar to 1 V/m, 5 V/m and 10
V/m. These findings suggest that the power gain is generally good until it reaches
𝜆 = 1.55 𝜇m. At 2.9 𝜇m, the output power is 90∘ to 180 ∘ phase difference due to
power delays although power amplification is high. As we increased the𝜆, they cannot
acts as a good optical filter since it has wide broadband. For lower value of𝜆, it can
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Figure 3: The transmission spectrum for single ring resonator with input amplitude of 1 V/m. (a) at 𝜆 = 1.0
𝜇m, (b) at 𝜆 = 1.25 𝜇m, (c) at 𝜆 = 1.55 𝜇m, (d) at 𝜆 = 2.9 𝜇m and (e) at 𝜆 = 4.25 𝜇m.

Figure 4: The transmission spectrum for single ring resonator for 𝜆 = 1.55 𝜇m with (a) input amplitude of
1 V/m, (b) input amplitude of 5 V/m and (c) input amplitude of 10 V/m.

filter certain required wavelength since the peak is steep at certain range compared to
bigger𝜆. These are due to the factor of higher wavelength carries high power energy.
Four serial-single ring resonators is a good filter compared to single ring resonator.
However the double ring resonator showing the sharp peak results. For increasing
input amplitude 1 - 10 V/m, the effect of phase difference and group velocity affect
the filter wave mainly at high wavelength source. The gain is sharp but for high input
voltage the wave seems not sinusoidal, it suspects due to the effects of ring do not
completely acts as resonator since some geometrical parameter is changed. It is the
effect of nonlinear phenomenon occurs in the light wave as it propagates through the
bus and ring structure.

4.3. PowerAmplification of Light Intensity for Four-CoupledDouble
Ring Resonator

Fig. 4 shows the power amplification for optical light intensity in double ring resonator
if varies the input amplitude from 1 – 10 V/m for wavelength range from 1 – 4.25 𝜇m.
This phenomenon occurs is expected due to time delay when the light is propogate
in the ring. It is expected due to energy loss as it circulates in the ring. Furthermore,
during the circulating, there are phase difference due to time delay between the first
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Figure 5: The power amplification of light intensity for double ring resonator. (a) at 𝜆 = 1.0 𝜇m, (b) at 𝜆 =
1.25 𝜇m, (c) at 𝜆 = 1.55 𝜇m, (d) at 𝜆 = 2.9 𝜇m and (e) at 𝜆 = 4.25 𝜇m.

and the next wave. For larger wavelength, it carries low energy and it requires longer
period to circulate in the ring.

5. Conclusion

In summary, we successfully designed and studied the effect of input amplitude to
power amplification in four various ring resonator configuration. We began our analysis
with a single bus waveguide coupled with single ring resonators. It shows that the
peak at wavelength of 1.55 𝜇m, the transmission spectrum from the output port at this
specific wavelength is sharp and this makes it a good filter in optical application. In
next section, we analyse the effect if we varies value of input amplitude of 1 V/m, 5
V/m and 10 V/m. It reveals for 𝜆 = 1.55 𝜇m, the higher input amplitude produces the
narrower band wave, as this one of the important characteristics for an optical filter.
However, if we increase the input energy, it is uneasy see the gap between input and
output optical spectrum. These also compared the transmission spectrum between
four configurations to identify the optimum that match to fulfill the ideal optical filter.
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Abstract
The use of Fiber Bragg Grating (FBG) as Fabry – Perot filter has been successfully
developed for visible light and ultraviolet spectra. The characteristic of FBG is
analyzed by using computational model with Transfer Matrix Method by order 2
with the coupled mode theory. The reflectivity, length of grating and bandwidth are
parameters to determine the performance of FGB with laser source of 1 mW for 250 –
350 nm, ultraviolet and 380 – 780 nm, visible light. The simulation is also carried out
by various grating from 0.5 cm – 9.5 cm with increment step of 1 cm. The simulation
result showed that there is the filter discrepancy for maximum peak. This design of
FGB can be used as a filter. Only selected wavelength is allowed to transmit the signal
until the end of the optical fiber.

Keywords: Fiber Bragg Grating, visible light, ultraviolet spectrum, filter Fabry-Perot

1. Introduction

Configurations Fabry-Perot interferometers recently have been applied in telecom-
munications system scheme based on optical fiber. One of the application as optic
resonator is by inserting Fiber Bragg Grating, (FBG) functioning as mirror. The grille
placed separates at distance which have been determined, creating grille ante-room.
Characteristic transmission wave propagation can be determined by passing Grille
Bragg structure. Experiments which have been developed in general require costly
expense and time relative longer. One of the solutions is by using method analyzed
simulation with computer simulation. A method which is often used for the speci-
fications of Grille Bragg is mode theory hold mutually (Coupled Mode Theory) and
method of is transfer of matrix (Transfer of Matrix Method) capable to analyze periodic
structure from grille found on single mode optical fiber [5].
FBG component has good benefit since it can be used as a sensor for nano andmicro

scale. It is computable to the solution of length scale by measuring the transmitted
and reflected patterns, and then it can indirectly calculate the mechanical magnitudes.
Although FBG canmeasure themechanical magnitudes, it is also necessary to compare
and characterize the effect of the visible and ultra violet wavelength source to FBG.
This comparison will show the influence of the coupling amongst the source, fiber and

How to cite this article: Didik Puji Sutriyono, Saktioto, and Dedi Irawan, “Comparison of Fabry – Perot Filter of Fiber
Bragg Grating for Visible and Ultraviolet Spectra,” KnE Engineering, vol. 2016, 6 pages. DOI 10.18502/keg.v1i1.517 Page 1

Corresponding Author: Didik

Puji Sutriyono; email:

dieq_putri@yahoo.co.id

Received: 1 August 2016

Accepted: 18 August 2016

Published: 6 September 2016

Publishing services provided

by Knowledge E

Didik Puji Sutriyono et

al. This article is distributed

under the terms of the

Creative Commons

Attribution License, which

permits unrestricted use and

redistribution provided that

the original author and

source are credited.

Selection and Peer-review

under the responsibility of

the ICoSE Conference

Committee.

http://www.knowledgee.com
mailto:dieq_putri@yahoo.co.id
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


 

ICoSE Conference Proceedings

grating to FBG as the result of interference and disturbance between the photon source
and the FBG refractive indices parameters. In this report, we present the application of
FBG for range visible and ultra violet spectra as a source by using FBG and a detector
to investigate the transmission and reflection pattern of wave output. This will allow
describing the effect of the various spectra in FBG characteristics.

2. Methodology

FBG basically has to fulfill the change of momentum and energy. The first order is
simple condition of Bragg:

𝜆𝑏 = 2𝑛𝑒𝑓𝑓Λ (1)

where 𝜆𝑏 is the Bragg Grating wavelength. At an empty space between wavelength
grille centers from incident ray will be re-bounced from Bragg grille, and 𝑛𝑒𝑓𝑓 is effec-
tive refractive index from core of fiber. FBG performance is influenced by reflected
peak, wide R of ribbon 𝛥𝜆 and Bragg grille length L, the third parameter can be written
as:

𝑅 = 𝑡𝑎𝑛ℎ2𝜅. (2)

and

Δ𝜆 ≈
𝜆2𝑏

𝑛𝑒𝑓𝑓𝐿(
1 + 𝜅2𝐿2

𝜋2 )
1/2

(3)

where

𝜅 ≈ 𝜋Δ𝑛𝐼
𝜆𝑏

(4)

𝛥n the change of refractive index in I given by

𝐼 = 1 − 𝑒𝑥𝑝(−
2𝑎2
𝑤2 ) (5)

where a is the radius core and the fiber depicts Gaussian dot size measure from
fundamental mode. The difference of refractive index is immeasurable in fiber type,
as in general it is defined as follows:

𝑛𝑒𝑓𝑓 =
𝜆𝑏
2Λ (6)

where 𝜆𝑏 Bragg is wavelength and Λ is grille period.
The length of grille is a wide ribbon at reflected spectrum. The wide ribbon can go

up or alight from long degradation and increase of grille during time constant nL. The
Equation of grille is formulated.
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𝐿 =
𝜆2𝐵

𝜋𝑛𝑒𝑓𝑓Δ𝜆√(𝑡𝑎𝑛ℎ−1 (√𝑅))
2
+ 𝜋2 (7)

According to [3] the ideal modes at Equation of mode are hold mutually. Consider
it is imposed by electrical field transverse component written down as ideal mode
superposes which is symbolized with j (mode at an ideal wave guide without a hitch
grille).

⇀
𝐸𝑡 (𝑥.𝑦.𝑧.𝑡) = ∑

𝑗
[𝐴𝑗 (𝑧) 𝑒𝑥𝑝 (𝑗𝛽𝑗𝑧) + 𝐵𝑗 (𝑧) 𝑒𝑥𝑝 (−𝑗𝛽𝑗𝑧) ] ⋅

⇀𝑒𝑗𝑡 (𝑥.𝑦) 𝑒𝑥𝑝 (−𝑖𝜔𝑡) (8)

where A𝑗 (z) and B𝑗 (z) represent amplitude which creep slow at mode allowed of j

at tinder direction + and z - z. A mode of electric field
⇀𝑒𝑗𝑡 (𝑥.𝑦) describes as a boundary.

When orthogonal mode is at ideal wave guide [2], the attendance of dielectric trou-
ble cause couple mode at A𝑗 (z) and B𝑗 (z) ( j mode z) mount as long as z tinder,
expressed with:

𝑑𝐴𝑗
𝑑𝑧 = 𝑖∑

𝑘
𝐴𝑘 (𝐾

𝑡
𝑘𝑗 + 𝐾𝑧

𝑘𝑗) 𝑒𝑥𝑝 [𝑖 (𝛽𝑘 − 𝛽𝑗) 𝑧] + 𝑖∑
𝑘
𝐵𝑘 (𝐾

𝑡
𝑘𝑗 − 𝐾𝑧

𝑘𝑗) 𝑒𝑥𝑝 [−𝑖 (𝛽𝑘 + 𝛽𝑗) 𝑧]

(9)

𝑑𝐵𝑗
𝑑𝑧 = −𝑖∑

𝑘
𝐴𝑘 (𝐾

𝑡
𝑘𝑗 − 𝐾𝑧

𝑘𝑗) 𝑒𝑥𝑝 [𝑖 (𝛽𝑘 + 𝛽𝑗) 𝑧] − 𝑖∑
𝑘
𝐵𝑘 (𝐾

𝑡
𝑘𝑗 + 𝐾𝑧

𝑘𝑗) 𝑒𝑥𝑝 [−𝑖 (𝛽𝑘 − 𝛽𝑗) 𝑧]

(10)
Where 𝐾 𝑡

𝑘𝑗(𝑧) is athwart coupling coefficient between j modus and passed to k
equation:

𝐾 𝑡
𝑘𝑗 (𝑧) =

𝜋
4 ∫∫∞

𝑑𝑥𝑑𝑦Δ𝜀 (𝑥.𝑦.𝑧)
⇀𝑒𝑘𝑡 (𝑥.𝑦) ⋅

⇀𝑒
∗
𝑘𝑡(𝑥.𝑦) (11)

Where Δ𝜀 is the trouble, but in general 𝐾𝑧
𝑘𝑗 (𝑧) ≪ 𝐾 𝑡

𝑘𝑗 (𝑧) for the modes of fiber, and
that way this coefficient is generally disregarded, hence it is specified by two new
coefficients:

𝜎𝑘𝑗 (𝑧) =
𝜔𝑛𝑐𝑜
2 𝛿𝑛𝑑𝑐 (𝑧)∫∫𝑐𝑜𝑟𝑒

𝑑𝑥𝑑𝑦
⇀𝑒𝑘𝑡 (𝑥.𝑦) ⋅

⇀𝑒
∗
𝑘𝑡(𝑥.𝑦) (12)

𝜅𝑘𝑗 (𝑧) =
𝜔𝑛𝑐𝑜
4 𝛿𝑛𝑎𝑐 (𝑧)∫∫𝑐𝑜𝑟𝑒

𝑑𝑥𝑑𝑦
⇀𝑒𝑘𝑡 (𝑥.𝑦) ⋅

⇀𝑒
∗
𝑘𝑡(𝑥.𝑦) (13)

Where 𝜎 is the coupling coefficient ”dc” (period mean) and 𝜅 is coupling coefficient
”ac”. The coupling coefficient can be written down as:

𝐾 𝑡
𝑘𝑗 (𝑧) = 𝜎𝑘𝑗 (𝑧) + 2𝜅𝑘𝑗 (𝑧) 𝑐𝑜𝑠 [

2𝜋
Λ 𝑧 + 𝜙(𝑧)] (14)
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Figure 1: Characteristics for (A) 380 and (B) 250 nm each distance Fiber Brag Grating is from 0.458 cm
until 9.458 cm for reflectivity of 0.715.

For the characteristics of light spectrum which creep at uniform grille, each grille
deputizes order matrix two (matrix 2 X 2). With multiplying part of this matrix, it is
obtained by matrix in general. The refractive index at one grille from Grille Bragg is
assumed with:

𝑛 (𝑧) = 𝑛𝑒𝑓𝑓 + Δ𝑛𝑖𝑐𝑜𝑠(
2𝜋
Λ𝑖 )

(15)

𝑛𝑒𝑓𝑓_index deflects the amplitude modulation. and Δ𝑛𝑖i part of grille period.
The uniform grille to each part of grille is described with matrix, given by Ti:

[
𝑅𝑖
𝑆𝑖 ]

= 𝑇𝑖 [
𝑅𝑖
𝑆𝑖 ]

(16)

with Ti to one part of Bragg grille, given by Equation:

𝑇𝑖 = [
𝑐𝑜𝑠ℎ (𝛺𝑖𝑑𝑧𝑖) − 𝑗 𝜎𝑖𝛺𝑖

𝑠𝑖𝑛ℎ(𝛺𝑖𝑑𝑧𝑖) −𝑗 𝜅𝑖𝛺𝑖
𝑠𝑖𝑛ℎ (𝛺𝑖𝑑𝑧𝑖)

𝑗 𝜅𝑖𝛺𝑖
𝑠𝑖𝑛ℎ (𝛺𝑖𝑑𝑧𝑖) 𝑐𝑜𝑠ℎ (𝛺𝑖𝑑𝑧𝑖) + 𝑗 𝜎𝑖𝛺𝑖

𝑠𝑖𝑛ℎ(𝛺𝑖𝑑𝑧𝑖) ]
(17)

In this case. 𝑗 = √−1 , where the amplitude variation of the round of waving at +
and z – z, dz is length part of uniform grille i, 𝜎 and 𝜅 are coupling parameters to part
of i.

3. Result and Discussion

The wavelength characteristics of 780 nm and 580 nm at grating distance 0.458 with
reflectivity of 0.718 described two similar maximum peaks but it happen a long fric-
tion of wave that is in 780.025 nm and in 780.040 nm, and also in 580.0125 nm and
580.025 nm. In addition to the characteristics of the other wavelength there is only
one maximum peak in good reflectivity upon the other grille distance.
Wavelength characteristics of 300 nm and 250 nm at Bragg grille distance of 6.458

cm and 9.456 cmwith reflectivity of 0.518 shows the changes the maximum culminate
which do not meet from low to high level. The other wavelength depicts regularly to
maximum culminate from high level to the low one. The data implicitly describe that
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Figure 2: Characteristics for (A) 780 nm and (B) 580 nm with grating of 0.458 cm and reflectivity of 0.718.

Figure 3: Characteristic for 300 nm with grating (A) 6.458 cm and (B) 9.458 cm and reflectivity of 0.518.

Figure 4: Characteristic for 250 nm with grating (A) 6.458 cm and (B) 9.458 cm and reflectivity of 0.518.

the wave pattern is relatively sharp and stable at peak beginning from the near grating
to far one (9.5-0.5cm) either 380 nm or 780 nmwavelength source. The pattern change
is due to the FBG adaptation of power source parameters.

4. Conclusion

The characteristics of FBG have been obtained at ultraviolet wavelength of 250 nm
until 350 nm. and the visible light of 380 nm until 780 nm. When the wave propagates
along the FBG several wavelengths is reflected and the others are transmitted by
ignoring the losses. Several peaks are shown due to high transmission for the lower
wavelength compared to the higher wavelength. This implicitly depicts that the higher
energy corresponding to the lower wavelength can filter the wavelength well and vice
versa.
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Abstract
In this paper, a Left-handed Metamaterial (LHM) structure is designed for side lobe
suppression of a microstrip array antenna at frequency 2.8-3.1 GHz. The LHM structure
is placed at the top of the microstrip array antenna with a space or gap between
them. Side lobe suppression is very important for Radar system which needs antenna
with high performance of its radiation properties. The linier array microstrip antenna
consists of 4x1 elements. The simulation result using CST microwave studio shows
that the Side Lobe Level (SLL) has been suppressed from -8.93 dB to -15.86 dB at
phi = 0 while the measurement result shows suppression from -6.6 dB to -10.75 dB.
Both simulation and measurement result shows a side lobe suppression using LHM
structure.

Keywords: Left handedmetamaterial, side lobe suppression, microstrip array antenna

1. Introduction

Radar (Radio Detection and Ranging) is a system that can detect an object and there-
fore needs high accuracy. Antenna as one important part of the Radar system plays an
important role for the accuracy of the Radar to detect an object. The antenna exhibits
radiation properties such as radiation pattern. The radiation pattern consists of major
lobe and side lobes. The main lobe is used to detect an object precisely at a certain
coordinate. If the side lobe is too high and has the magnitude almost the same as the
main lobe, the radar can false detect the object with wrong coordinate. One method
that can increase the accuracy is reducing the Side Lobe Level (SLL) from antenna
performance of the radar. High SLL can cause false signal or false detection. There are
several techniques that can reduce the SLL, which are Chebyshev [1], Electromagnetic
Band Gap (EBG) [2] and Metamaterial (MTM). Electromagnetic Band Gap in [2] has
reduced the antenna SLL around 2.5 dB from -12.69 dB to -15.24 dB.
Metamaterial is defined by the permittivity and the permeability of the material. A

Material found in nature usually has positive permittivity and permeability, however,
metamaterial is defined as engineered material or engineered structure that has neg-
ative permittivity with positive permeability or negative permeability with positive
permittivity or has both negative permittivity (𝜀 < 0) and negative permeability(𝜇 <
0) and called as Left-Handed Metamaterial (LHM). LHM can cause backward wave
propagation [3].
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Figure 1: (a) Dimension of the LHM structure, (b) Boundary condition of the LHM structure simulation
setup.

Metamaterial has many different structure types like a rectangular, omega or S
structure. The omega and the S type are not easy to construct and has a narrow
bandwidth [4], while the rectangular structure has broader bandwidth and more easy
to construct. Split Ring Resonator (SRR) is also a LHM structure. LHM contains a Split
Ring Resonator (SRR) that produce a strongmagnetic field [5] causing the permeability
negative and a thin wire that cause a negative permittivity, but beside using a thin wire
which is hard to apply in this application, the LHM structure can make a CLS (Capacitive
Loaded Strip) at the LHM structure that can cause the permittivity to be negative too.
LHM structure can also be placed at the top of the array antenna [6] because the
negative characteristic can act as lens that can focus the radiation beam. A focus beam
can make the main lobe much larger and reduce the size of the side lobe level. In this
paper, a microstrip array antenna with LHM structure placed at the top of the antenna
is proposed to suppress the side lobe level.

2. Design of Left Handed Metamaterial

The LHM structure is designed using FR-4 substrate with thickness h = 1.6 mm, relative
permittivity 𝜀𝑟 = 4.6 and loss tangent 0.025, which is depicted in Fig. 1(a). Variable L,
W, and G shows the length, width and gap of the LHM structure dimension. Where, L1
= 26 mm, W1 = 0.5 mm, G1 = 1 mm, L2 = 18 mm, W2 = 0.25 mm, G2 = 1 mm, L3 = 7 mm
and L4 = 7 mm.
Simulation of the LHM structure is conducted using CST Microwave studio software.

Before starting the simulation, the boundary condition has to be set. The top and
bottom of the LHM structure (y-axis) is given Perfect Electric Conductor (PEC), the front
and back (z-axis) of the LHM structure is given open add space, the left and right of the
LHM (x-axis) is given Perfect Magnetic Condition (PMC). After the boundary condition
has been set, the port is given at the z-axis as shown in Fig. 1(b).
Figure 2 shows the result S11 of the LHM structure which operates at frequency

2.8–3.1 GHz. The S11 is used for calculation to prove the new permeability and the
permittivity of the LHM structure.
Formula Nicholson, Ross and Weir (NRW) [7] is used to find the permittivity and the

permeability of the LHM structure used in Eq. 1 to Eq. 4:
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Figure 2: Return loss of the LHM structure.

𝜇𝑟 =
2 ⋅ 𝑐 (1 − 𝑣2)

𝜔 ⋅ 𝑑 ⋅ 𝑖 (1 + 𝑣2)
(1)

𝑣1 = 𝑆11 + 𝑆21 (2)

𝜀𝑟 =
2 ⋅ 𝑐 (1 − 𝑣1)

𝜔 ⋅ 𝑑 ⋅ 𝑖 (1 + 𝑣1)
(3)

𝑣2 = 𝑆21 − 𝑆11 (4)

Where 𝜇𝑟 is the permeability, 𝜀𝑟 is the permittivity, 𝜔 is the frequency in radian, c
is the speed of light, and d is the thickness of the substrate. The permittivity and the
permeability that has been calculated is plot and shown in Fig. 3. Figure 3(a) shows
the negative permittivity of the LHM structure while Fig. 3(b) shows the negative
permeability. This means that the structure designed has both negative permittivity
and negative permeability and called the LHM structure.
This LHM structure is then applied to microstrip antenna for radar application. Figure

4 shows the exploded view of the microstrip antenna array 4 elements for radar
application [5] with the LHM structure. Between the microstrip and the LHM structure
is given a space or a gap about 0.05𝜆.
The simulation result shows that the antenna design with LHM structure can sup-

press the side lobe level from -8.93 dB to -15.86 dB. This design with simulation result
aforementioned is then fabricated to be a prototype.

3. Measurement Result

The LHM structure is fabricated and photo as depicted in Fig.5, the top view and the
back view of the LHM structure is the same. The array antenna 4 element with the
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         (a) (b)

Figure 3: (a) Permittivity, (b) Permeability.

Figure 4: Exploded view of LHM Structure for antenna array 4x1 element.

Figure 5: Exploded view of the array antenna 4 element with the LHM structure.

LHM structure has a gap distance of 5 cm. Stereo foam is used to make the gap and
support the substrate with the LHM structure on top of the antenna to avoid significant
change of the radiation properties if using conductive materials.
The LHM structurewith the array antenna 4 elements ismeasured in anechoic cham-

ber at Electrical Engineering Department, Faculty of Engineering, Universitas Indonesia.
Both the simulation and measurement result is plotted in Fig. 6. Although there is a
slight difference of peaks and valleys of the S11 parameter, the simulation and mea-
sured frequency show the same bandwidth of the antenna which is about 320 MHz at
S11 ≤ -10dB.
Figure 7 shows the linear plot of the radiation pattern at phi = 0. The simulated side

lobe level from antenna with LHM structure is about -15.86 dB, the measured is about
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Figure 6: Simulation Result of S11 Parameter.

Figure 7: Linear plot at phi = 0.

-10.75 dB. Meanwhile, the simulated SLL without LHM structure is -8.93 dB and the
measured is -6.6 dB. So simulation result shows a SLL suppression of 6.93 dB while
measurement result shows suppression of 4.15 dB.
The slight difference between the simulation and measurement result is due to the

imperfect condition of the antenna fabrication. In microwave, a slight difference of
antenna dimensions between design and fabrication can cause shift of results because
the impedance of the antenna can be easily influenced and therefore changed.
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4. Conclusion

The LHM structure discussed in this paper has both negative permittivity and perme-
ability. The microstrip antenna array 4 elements with a LHM structure can suppress
the side lobe level of the antenna with simulation result shows a suppression of 6.93
dB while measurement result shows suppression of 4.15 dB.
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Abstract
Composite materials have been investigated elsewhere. Most of the studies are based
on experimental results. This paper reports a numerical study of elasticity modulus
of binary fiber composite materials. In this study, we use binary fiber composite
materials model which consists of materials of types A and B. The composite is
simplified into compound of non-interacting parallel sub-fibers. Each sub-fiber is
modeled as N𝑠 point of masses in series configuration. Two adjacent point of mass
is connected with spring constant k (related and proportional to Young Modulus E),
where it could be k𝐴𝐴, k𝐴𝐵, or k𝐵𝐵 depend on material type of the two point of masses.
Three possible combinations of spring constant are investigated: (a) [k𝐴𝐵 < min(k𝐴𝐴,
k𝐵𝐵)], (b) [min(k𝐴𝐴, k𝐵𝐵) < k𝐴𝐵 < max(k𝐴𝐴, k𝐵𝐵)], and (c) [max(k𝐴𝐴, kBB) < k𝐴𝐵]. The
combinations are labeled as composite type I, II, and III, respectively. It is observed
that only type II fits most the region limited by Voight and Reuss formulas.

Keywords: composite materials, one-dimension, spring, combination, sequence

1. Introduction

One of the important things in studies of composite materials is the relationship
between mechanical properties of the composites with that of its components.
Although many studies on composite materials are based on experimental results,
but theoretical or numerical studies on mechanical properties of composites are also
important.
This study is a numerical study of elasticity modulus of binary fiber composite mate-

rials, i.e. binary composite materials. In the binary composite model used, two adjacent
point of mass is connected with spring constant k (related and proportional to Young
Modulus E). This study focuses on the relationship between mechanical properties of
the composites with that of its components through analysis on spring constant k.
Previously, binary composite materials have been discussed in 3-d experiment [1]

and 2-d simulated based on granular particles [2], where themixture could be homoge-
nously dispersed [1] or the components can still be differed [3]. A model of binary
composite materials are proposed in this work and compared to the Voight and Reuss
formulas, which has been common as benchmark in studying composite models [4].
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Figure 1: (a) A composite fiber with cross section A, mass M, and length L. (b) A bundle of N𝑝 paralel
non-interacting sub fibers. (c) Each sub-fiber consists of N𝑠 point masses and N𝑠–1 springs.

2. Theory

A composite fiber can be modeled as a bundle of N𝑝 parallel non-interacting sub-fibers
as shown in Figure 1, where each sub-fiber consists of serial arrangements of point
masse and spring systems.
In sub-fiber j with mass m𝑗 there are N𝑠 point masses and N𝑠–1 springs. Spring with

spring constant k𝑖,𝑖+1 and length l𝑖,𝑖+1 connects point masses m𝑖 and m𝑖+1.
Mass of the whole composite fiber is

𝑀 =
𝑁𝑝

∑
𝑗=1

𝑚𝑗 =
𝑁𝑝

∑
𝑗=1

𝑁𝑠

∑
𝑖=1

𝑚𝑗𝑖 (1)

with m𝑖𝑗 is point mass i in sub-fiber j.
Supposed that the composite fiber of material X has elastic modulus E𝑋 with relation

between stress F, strain ΔL, initial length L, and cross section A.

𝐹
𝐴 = 𝐸X

Δ𝐿
𝐿 (2)

and Hooke’s law for elastic system

𝐹 = 𝑘XΔ𝐿, (3)

then a relation can be derived

𝑘X = 𝐸X
𝐴
𝐿. (4)

Spring constant of fiber of material X is constructed from parallel arrangement of
sub-fibers with spring constant k𝑗

𝑘X =
𝑁𝑝

∑
𝑗=1

𝑘𝑗 = 𝑁𝑝𝑘𝑗 (5)
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Material Elastic
modulus

Spring
constant

Type of connected
point masses

Lennard-Jones
(12,6) constants

m𝑖 m𝑖+1

A E𝐴 k𝐴𝐴 A A 𝜀𝐴−𝐴, 𝜎𝐴−𝐴
B E𝐵 k𝐵𝐵 B B 𝜀𝐵−𝐵 , 𝜎𝐵−𝐵
Composite E𝑐𝑜𝑚𝑝 k𝐴𝐵 =k𝐵𝐴 A B 𝜀𝐴−𝐵 , 𝜎𝐴−𝐵

B A

T˔˕˟˘ 1: Spring constants connecting two adjacent point masses, the elastic modulus, and Lennard-Jones
(12,6) constants.

or

𝑘𝑗 =
𝑘X
𝑁𝑝

. (6)

This k𝑗 in a sub-fiber j is built of serial arrangement of spring constants k𝑖,𝑖+1 which
connects point masses i and i+1

1
𝑘𝑗

=
𝑁𝑠−1

∑
𝑖=1

1
𝑘𝑖,𝑖+1

= 𝑁𝑠 − 1
𝑘𝑖,𝑖+1

(7)

or

𝑘𝑖,𝑖+1 = (𝑁𝑠 − 1) 𝑘𝑗 . (8)

Substituting Equation 7 into Equation 9 will give

𝑘𝑖,𝑖+1 =
(𝑁𝑠 − 1)

𝑁𝑝
𝑘X. (9)

In this work only binary composite is considered, e.g. materials A and B. Three types
of spring constants would be sufficient for the binary composite system k𝐴𝐴, k𝐴𝐵, and
k𝐵𝐵, where each spring constant connects point masses of types A-A, A-B (or B-A),
and B-B, respectively. Table 1 give clearer picture of relation between spring constants
k𝑖,𝑖+1 and materials composing the composite fiber.
The spring constant k𝑖,𝑖+1 can be considered as approximation of Lennard-Jones

(12,6) potential [ Jones, 1924] about its separation distance r𝑚 which producesminimum
potential. The potential is commonly expressed as

𝑉LJ = 4𝜀 [(
𝜎
𝑟 )

12
− (

𝜎
𝑟 )

6

] = 𝜀 [(
𝑟𝑚
𝑟 )

12
− 2(

𝑟𝑚
𝑟 )

6

] , (10)

where 𝜀 is the depth of potential well, 𝜎 is the finite distance at which the inter-particle
potential is zero, and r is distance between a pair of atoms or molecules. Equation 10
can be approximated using
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𝑉LJ ≈ 𝑉LJ|𝑟=𝑟𝑚
+ 𝑑𝑉LJ

𝑑𝑟 |𝑟=𝑟𝑚
(𝑟 − 𝑟𝑚) +

𝑑2𝑉LJ
𝑑𝑟2 |𝑟=𝑟𝑚

(𝑟 − 𝑟𝑚)2

2! , (11)

which produces

𝑉LJ ≈ −𝜀 + 36𝜀
𝑟2𝑚

(𝑟 − 𝑟𝑚)2 . (12)

Position r = r𝑚 can be chosen as local coordinate for equilibrium position and by shifting
potential reference, so that Equation 12 can be adjusted to

𝑉 = 36𝜀
𝑟2𝑚

𝑟2 = 1
2𝑘𝑖,𝑖+1𝑟

2 (13)

with r𝑚 = 21/6𝜎. Then, it can be obtained that

𝑘𝑖,𝑖+1 =
72𝜀
𝑟2𝑚

= 72𝜀
21/3𝜎2 . (14)

Value of 𝜀 and 𝜎 for pair of atoms, molecules, or cluster of molecules are already
common [5-7]. Equations 10-14 are shown only for showing that it is possible to obtain
k𝐴𝐴, k𝐴𝐵, and k𝐵𝐵 based on materials molecular interactions. In this work values of k𝐴𝐴
and k𝐵𝐵 will be proportional to E𝐴 and E𝐵 according to Equation 4 and k𝐴𝐵 will be a
adjustable parameter.
Concentration of composite materials is defined as

𝑐 = 𝑁B
𝑁A +𝑁B

, (15)

which means that c = 0 is for pure material of type A, while c = 1 is for pure material
of type B.

3. Results and Discussion

Configurations of composite materials with N𝑝 = 1 and N𝑠 = 2–4 are given in Table 2,
which shows that higher value of N𝑠 will give smoother values of various concentration
c. Probable occurring sequences S for each value of N𝑠 are given. For N𝑝 > 1 value of
k𝑖,𝑖+1 for certain concentration c will be fallen between minimum and maximum values
of the k’s of the all sequences at the concentration c.
Prediction of the well-known rules of mixture from Voight and Reuss [4] is shown

in Figure 2 as solid (red) and dashed (blue) lines for isostrain and isostress conditions,
respectively. The rules give upper and lower bounds for composite materials elasticity.
The proposed model in this work, which is calculated using a spreadsheet-software,
can go beyond these bounds by adjusting the parameter k𝐴𝐵. Some sequences S are
still between those two bounds, especially most in the type II. Materials of type I
represents adhesive force is less than cohesive force, while type III represent adhesive
force is more than cohesive force.
In the future, a rule how to select possible occurring sequence S should be defined,

i.e. why some composite materials could be type I, II, or III.
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N𝑠 c S k𝑖,𝑖+1 N𝑠 c S k𝑖,𝑖+1

2 0 AA k𝐴𝐴 4 0 AAAA k𝐴𝐴 k𝐴𝐴
k𝐴𝐴

0.5 AB k𝐴𝐵 0.25 AAAB k𝐴𝐴 k𝐴𝐴
k𝐴𝐵

0.5 BA k𝐴𝐵 AABA k𝐴𝐴 k𝐴𝐵
k𝐴𝐵

1 BB k𝐵𝐵 ABAA k𝐴𝐵 k𝐴𝐵
k𝐴𝐴

BAAA k𝐴𝐵 k𝐴𝐴
k𝐴𝐴

0.5 AABB k𝐴𝐴 k𝐴𝐵
k𝐴𝐴

N𝑠 c S k𝑖,𝑖+1 ABAB k𝐴𝐵 k𝐴𝐵
k𝐴𝐵

3 0 AAA k𝐴𝐴 k𝐴𝐴 ABBA k𝐴𝐵 k𝐵𝐵
k𝐴𝐵

0.33 AAB k𝐴𝐴 k𝐴𝐵 BAAB k𝐴𝐵 k𝐴𝐴
k𝐴𝐵

ABA k𝐴𝐵 k𝐴𝐵 BABA k𝐴𝐵 k𝐴𝐵
k𝐴𝐵

BAA k𝐴𝐵 k𝐴𝐴 BBAA k𝐵𝐵 k𝐴𝐵
k𝐴𝐴

0.67 ABB k𝐴𝐵 k𝐵𝐵 0.75 ABBB k𝐴𝐵 k𝐵𝐵
k𝐵𝐵

BAB k𝐴𝐵 k𝐴𝐵 BABB k𝐴𝐵 k𝐴𝐵
k𝐵𝐵

BAA k𝐴𝐵 k𝐴𝐴 BBAB k𝐵𝐵 k𝐴𝐵
k𝐴𝐵

1 BBB k𝐵𝐵 k𝐵𝐵 BBBA k𝐵𝐵 k𝐵𝐵
k𝐴𝐵

1 BBBB k𝐵𝐵 k𝐵𝐵
k𝐵𝐵

T˔˕˟˘ 2: Possible sequences S of a sub-fiber for N𝑠 = 2–4 and its spring constant k𝑖,𝑖+1 types.

   
         (a)          (b)          (c) 

50

1 0 0

1 5 0

2 0 0

2 5 0

0 0 .2 0 .4 0 .6 0 .8 1

k

c

5 0

1 0 0

1 5 0

2 0 0

2 5 0

0 0 .2 0 .4 0 .6 0 .8 1

k

c

5 0

1 0 0

1 5 0

2 0 0

2 5 0

0 0 .2 0 .4 0 .6 0 .8 1

k

c

Figure 2: Composite spring constant k (N𝑝 = 1, N𝑠 = 4) as function of concentration c for: (a) type I with k𝐴𝐴
= 100, k𝐴𝐵 = 50, k𝐵𝐵 = 200, (b) type II with k𝐴𝐴 = 100, k𝐴𝐵 = 150, k𝐵𝐵 = 200, and (c) type III with k𝐴𝐴 = 100,
k𝐴𝐵 = 250, k𝐵𝐵 = 200, with lower (dashed line) and upper (solid line) bounds.
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4. Conclusions

A model to predict elasticity of composite materials based on spring-mass system
has been conducted in this work. It can give bounds beyond upper and lower bounds
predicted from Voight and Reuss formulas. Composite material of type II [min(k𝐴𝐴, k𝐵𝐵)
< k𝐴𝐵 < max(k𝐴𝐴, k𝐵𝐵)] is the most fitted to the formulas.
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Abstract
The Metal Matrix Composite (MMCs) Al/SiC and AlCu/SiC through steering hot method
have been done. The SEM images show that there are microstructure differences
between the Al/SiC and AlCu/SiC. Tensile test results show the value of the yield
stress of AlCu /SiC higher than Al/SiC. Meanwhile, the testing of wear resistance
during 50 minutes earned the mass lost on Al/SiC 4.7% while AlCu/SiC 7.32%. We
believed that the addition SiC particle can improve the mechanical properties and
reduces the frictional resistance.

Keywords: Hot steering Al/SiC, AlCu/SiC, tensile test, wear resistance

1. Introduction

To date composite materials is potential to be developed due to their superiority in
mechanical properties[1]. There are four typical engineered composite materials such
as composite building, reinforce plastics, metal composite, ceramic composite. Metal
matrix composites has excellent mechanical properties, such as strength, modulus of
elasticity, toughness, impact resistance, electrical conductivity and high heat [2]. Metal
matrix composites (MMCs) reinforced with ceramic particles are promising materials
for structural applications due to excellent combination properties. The matrix ussu-
aly light metal such as copper (Cu), magnesium (Mg) and aluminum (Al) which the
reinforcement embedded [3]. Among these matrix, Al matrix composites posses low
density, high stiffness and strength, superior wear resistance, controlled coefficient
of thermal expansion, higher fatigue resistance and better stability at elevated tem-
perature [4]. Therefore, these composites are used for the design of a wide range of
components for advanced applications [5].
Preparation methods of metal-based composite materials have been demonstrated

such as powder metallurgy, ppressure infiltration mmethod, single compaction, and
laser powder deposition have been developed [5]. In this paper, we report Al matrix
and AlCu composites reinforced with silicon carbide (SiC) particle. It’s believed that
the hardness and meling point will improve significantly [6-10]. Microstructure and
mechanical properties of Al/SiC and AlCu/SiC were characterized systematical.
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Figure 1: SEM images of (A) surfaces of Al/SiC and, (B) AlCu/SiC composites.

2. Experiment Method

The Al and Al+Cu (3.8 wt.%) were prepared through melting processes. The SiC (2
wt.%) as a ceramic particleshaving a size range of 0.4 to 1 mm. Then, Al and Al+Cu
mixed with SiC particles. The stirring process (200 rpm) was performed during heating
at temperature 900∘C. After the stirring process, the crucible was taken from the fur-
nace and the composites were poured into a metallic mold. After the cast composites
were prepared, the heating process under melting temperature (annealing) at 400∘C
for 6 hours was performed in order to optimize the microstructure.

3. Results and Discussion

3.1. Morphology

Figure 1 show the SEM images of the surface of Al/SiC andd AlCu/SiC. The images
indicate that the grain matrix composite of Al/SiC and AlCu/SiC not clearly formed.
Nevertheless, The Al/SiC lookmore solid than the AlCu/SiC. The presence of each phase
SiC as much as 2% can be identified by the existence of grain boundaries.

3.2. Tensile Test

The process of measuring the tensile test carried out on material Al, Al/SiC, AlCu and
AlCu/SiC. All compositions stress-strain of the samples can be seen in Figure 2.
The value of tensile test results in the form ofmaximum stress, yield stress andmax-

imum force can be seen in the Table 1. The amount of stress before plastic deformation
(yield stress) relates to the value of maximum stress possessed by each composition.
For AlCu, the value of the yield stress was not detected. It is due to the small area of
the plastic material and AlCu is a brittle material.

3.3. Wear Resistance Test

The wear resistance testing was performed to the material Al, Al/SiC, AlCu and AlCu
/SiC with the size dimensions of the rectangle (Table 1) and the broad surface average
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Figure 2: Stress-strain relationship of Al, Al/SiC, AlCu, and AlCu/SiC obtained from tensile test results.

Materials Stress Max
(N/mm2)

Yield stress
(N/mm2)

Force max (N)

Al 71.894 67.335 509.426

Al-SiC 46.236 43.688 397.228

Al-Cu 100.247 - 778.551

Al-Cu-SiC 50.048 49.417 415.715

T˔˕˟˘ 1: The maximum stress, yield stress, and maximum force of Al, Al/SiC, AlCu, and AlCu/SiC.

of each sample was 48.07mm2. The results show that all samples havemass reduction
after friction on sample surface (after the process for 50 minutes).
In Figure 3 graphics percentage mass loss against time for material Al, Al/SiC, AlCu,

and AlCu /SiC. The overall mass of the sample decreased linearly due to the friction.
Linear mass loss for all samples showed that the synthesized samples have homo-
geneity.
The results of wear resistance test confirmed that the sample Al and Al/SiC have

mass loss linearly and the mechanical properties improvement by addition of SiC (2 wt.
%) (table 3). Furthermore, the mechanical properties of Al improved after combined
with Cu as much as 3.8%. Meanwhile, the mechanical properties were decreased after
SiC added.

Materials
(Composition)

Length (mm) Width (mm) Thickness (mm)

Al 9.60 5.30 1.55

Al-SiC 9.00 5.60 1.63

Al-Cu 9.40 5.30 1.60

Al-Cu-SiC 8.60 5.30 1.60

T˔˕˟˘ 2: Samples size of Al, Al/SiC, AlCu, dan AlCu/SiC.
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Figure 3: Percentage of mass loss of Al, Al/SiCp, AlCu, dan AlCu/SiCp.

No Time
(minutes)

Al AlCu Al/SiC Al-Cu/SiC

Mass
(gr)

Mass
Lost
(% wt)

Mass
(gr)

Mass
Lost
(% wt)

Mass
(gr)

Mass
Lost
(% wt)

Mass
(gr)

Mass
Lost
(% wt)

1 0 0.1505 0 0.1489 0 0.1384 0 0.1489 0

2 10 0.1486 1.20 0.1474 1.01 0.1372 0.87 0.1477 0.81

3 20 0.1472 2.13 0.1465 1.61 0.1361 1.66 0.1462 1.81

4 30 0.1453 3.39 0.1457 2.15 0.1348 2.60 0.1440 3.29

5 40 0.1435 4.58 0.1442 3.16 0.1331 3.83 0.1391 6.58

6 50 0.1421 5.51 0.1427 4.16 0.1319 4.70 0.1380 7.32

T˔˕˟˘ 3: The mass values of composite material Al, Al/SiC, AlCu, dan AlCu/SiC.

4. Conclusions

In conclusions, the Al matrix and AlCu composites reinforced with silicon carbide (SiC)
particle have been demonstratedd by steering at 900∘C. Tensile test shows the value
of the yield stress of AlCu/SiC higher than Al/SiC. Testing of wear resistance during 50
minutes earned the mass lost on Al/SiC 4.7% while AlCu/SiC 7.32%.
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Abstract
Pineapple leaf fibre has potential as reinforcement in composite material due to their
advantages such as renewable fibre and abundantly available. Some studies have
been conducted relating to their mechanical properties using tensile, impact and
bending testing. However the analysis of crack propagation in pineapple leaf fibre
reinforced polyester composite is still limited. In this paper, the main attention is
therefore the critical load leading to crack propagation in the composite material for
two different fibre orientations. The crack propagation is investigated using single
edge notched beam (SENB) testing. The composite material was manufactured by
hand lay-up with two different nonwoven fibre orientations i.e. 0∘/90∘and +45∘/-45∘.
Then, five different initial crack lengths are given in experimental specimen. The
result reveals that increasing initial crack length will decrease the value of critical
load for both fibre orientations. Furthermore, the fibre orientation influences the
critical loading. In general the critical load leading to crack propagation for composite
with +45∘/-45∘ orientation has higher value than composite with 0∘/90∘ orientation.
It can be concluded that the composite material with +45∘/-45∘ orientation has good
resistance to the crack growth.

Keywords: Natural fibre composites, pineapple leaf fibre, crack propagation

1. Introduction

The using of natural fibre reinforced polymer composite materials is significantly
increasing in industrial applications and fundamental research. The natural fibres are
emerging as realistic alternative solution to replace the glass reinforced composite in
many applications due to their advantages such as renewable, low cost, low density
[1] and low environmental impact [2].
The one of natural fibres is pineapple leaf fibre which has potential as reinforcement

in composite material due to their advantages such as renewable fibre and abundantly
available [1]. Some studies have been conducted relating to mechanical properties of
pineapple leaf fibre reinforced composite materials using tensile and bending test-
ing [3]. However the studies of crack propagation in pineapple leaf fibre reinforced
polyester composite is still lack of data. Some studies regarding to fracture criteria
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Figure 1: Fibre orientation (a) 0∘/90∘, (b) +45∘/-45∘.

have been conducted to other natural fibres such as bamboo[4], coconut fibre [5],
sisal [5,6] and etc.
The studies of crack propagation relate to how relationship between the critical

load and initial crack length. The critical load is required to be observed to prevent
the catastrophic crack propagation occur in structure. The main attention in this paper
is therefore the critical load leading to crack propagation for the pineapple leaf fibre
reinforced polyester composite. Thus the effect of fibre orientation in composite in
crack propagation also investigated regarding to critical load and initial crack length.

2. Experimental

The dimension of test specimen in this research are illustrated in Fig. 1. The composite
material was manufactured by hand lay-up with two different nonwoven fibre ori-
entations i.e., 0∘/90∘ and +45∘/-45∘ as shown in Fig. 1. The composite materials was
fabricated using polyester as matrix and layer of pineapple leaf fibre as reinforcement.
The fibre layer and polyester was put in mould and thenwait until 4-6 h for dismolding.
The mass fraction of fibre layer is 3.2%. The whole process was performed at room
temperature. In sequence the composite materials was cut and polished based on size
of test specimen. Thus five different initial crack lengths (a) are given using blade
cutter manually in test specimen namely 7 mm, 9 mm, 11 mm, 13 mm and 15 mm for
each type of fibre orientation as shown in Fig. 2.
The experiment are conducted using Com-ten testing. The test uses the single edge

notches beam (SENB) testing with three point flexure. The tests are performed at
room temperature. Five test specimens are performed for each type of test specimen.
Load–displacement curves are recorded for all tests and then the average values are
determined for each type of test specimen.

3. Results and Discussion

Fig. 3 shows the critical load on average occuring at five different initial crack length
for two variations in fibre orientation. In this figure can be seen that the loading expe-
rienced by the test specimen is inversely proportional to the given initial cracks value.
The larger initial crack length is given, then the smaller the load needed to crack
growth. In general, specimens with 0∘/90∘ orientation has critical loading lower than
specimens with +45∘/-45∘ orientation except at the given first crack length (7 mm ) has
a larger critical loads than +45∘/-45∘ orientation. This deviation occurs because of the
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Figure 2: Test specimens (a) 0∘/90∘orientationand (b) +45∘/-45∘ orientation.

Figure 3: The critical load (N) versus initial crack length (mm) for 0∘/90∘ and +45∘/-45∘ orientation.

given initial crack length using blade cutter manually so that the initial crack length is
not exactly same size for both fibre orientation.
The fibre orientation affect significantly to propagate the crack. For the compos-

ite material with 0∘/90∘ orientation, the critical load will sharply decrease along with
increasing initial crack length. In contrast, for composite material with +45∘/-45∘ orien-
tation, the critical loadwill gradually decrease alongwith increasing initial crack length.
This shows that composite material with +45∘/-45∘ orientation has good resistance to
the crack growth.
The crack propagation path after testing is shown in Fig. 4. It can be seen from figure

that the crack propagation follow opening mode in which the direction of crack growth
is perpendicular to normal stress direction for both fibre orientation.
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Figure 4: SENB test specimen after testing.

4. Summary

The result reveals that increasing initial crack length will decrease the value of critical
load for both fibre orientations. Furthermore, the fibre orientation influences the critical
loading. In general the critical load leading to crack propagation for composite with
+45∘/-45∘ orientation has higher value than composite with 0∘/90∘ orientation. It can be
concluded that the composite material with +45∘/-45∘ orientation has good resistance
to the crack growth.
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Abstract
The current study was aimed to prepare and to characterize a renewable silica-carbon
nanocomposite from rice straw ashes. It was purposed also to study the use of
the produced nanocomposite as reinforcing material in producing a synthetic wood
made of three axial blend of treated rice straw powder, phenolfrmaldehyde resin,
and the nanocomposite. A simple preparation route of nanocomposite silica-carbon
from rice straw was formulated containing three steps, namely pretreating of rice
straw, preparing of ultra fine amorphous black silica, and composing silica-carbon
nanocomposite. The nanocomposite product was characterized using XRD, XRF,
FTIR and SEM methods. The characterization results comfirmed that the silica-
carbon nanocomposite was succesfully prepared. The utilizing of the nanocomposite
as reinforce material in producing synthetic woods was conducted through hot-
pressing some three axial blend compositions of the pretreated rice straw powder,
phenolformaldehyde resin, and the nanocomposite. The synthetic wood products
were characterized their physical and mechanical properties. As a result, the addition
of the nanocomposite could improve the properties of the synthetic wood products.

Keywords: Rice straw, silica-carbon nanocomposite, synthetic wood

1. Introduction

Some high siliconeous tropical plants were prepeviously investigated in order to find
prospective raw material candidates for producing renewable silica based materials
[1]. Both rice husk and rice straw are the best candidate as raw materials for producing
renewable silica powder because of their high content of silicon, natural abundance
as tropical agricultural waste as well as low cost production. Thus the renewable silica
from high siliconeous tropical agricultural wastes especially from paddies wastes has
some advantages comparing to silica from earth deposits. The renewable silica powder
is mailny amorphous and more reactive than silica powder of crystalline quarts miner-
als. Instead of amorphous silica powder, the rice husk and straw wastes can produce
active carbon powders having high surface area [2]. The ratio contents of silica and
carbon of the burned high siliconeous biomasses depend on pre-teatments, burning
temperatures and length of burning as reported previously by some researchers [3,4].
The ash fine powders with certain silica-carbon ratios are potentialy resembled into a
renewable silica-carbon nanocomposite.
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Silica-carbon nanocomposites, nowdays, have been taken into attractive attention
because of their superior properties, namelymechanical, thermal, and dispersion prop-
erties [5] and their ability as reinforcement materials [6]. Some synthesis methods of
silica-carbon nanocomposites had already reported previously [5,7], but the methods
used non renewable startingmaterials causing high cost of production. Considering the
reactive properties of amorphous silica and carbon contents of the black ashes pro-
duced from the controlled burning of high siliconeous agricultural wastes, such as rice
straw and rice husk, a renewable nanocomposite silica-carbon could be synthesized
cheaply and environmental friendly. The term renewable silica-carbon nanocomposite
here means that the composite is produced from renewable raw materials from plants
or animals, in this case, the raw material is rice straw.
Nowadays, the reduce of tropical rain forests because of the massive uses of trop-

ical woods becomes sensitive global issues. It leads to the campaigne of substituting
natural woods by synthetic woods. Since it was firstly patented by Himmelhelber et
al. [8] as particle board, the synthetic woods were improved their technologies by
some further inventions, such as a borate treated consolidated wood particle board
[9], compression moulding of cellulosic fibers with thermoplastic additives [10], mul-
tilayer particle board with varying densities [11], and reinforcement of particle board
during manufacture by using glass fiber [12]. However, the synthetic wood production
technologies mostly used the natural wood particles as raw material or as cellulosic
fiber resources. Non-wood cellulosic fibers such as wheat straws [13,14] were rarely
used as raw materials because of some structural and mechanical limitation instead
of their environmental and production cost advantages. Nanocomposite silica-carbon
made from high siliconeous tropical biomasses may overcome those limitation by
reinforcing the wood synthetic during manufacture. This current study was aimed to
prepare nanocomposite silica-carbon from rice straw ash and to use it for reinforcing
synthetic wood from rice straw lignocellulosic powder and phenolformaldehyde resin
as binder.

2. Experimental Part

The experiments consisted of three parts, namely the preparation of ultrafine amor-
phous silica-carbon powder (UFASCP) from rice straw and silica-carbon nanocomposite
(SCNC) from the UFASCP, the characterization of UFASCP and SCNC, and the utilizing of
SCNC as reinforce material in the production of synthetic wood.
Firstly, the preparation processes of UFASCP and SCNC were conducted as follows.

The rice straws of IR-64 paddy variety were taken from rice field of Tabanan Regency
of Bali Province. The straws were chopped, leached using HCl 1 M, cleaned using water
and then dried. The dried chopped straws were burnt in a furnace at the controlled
temperature of 400∘C and less oxygen atmosphere for about four hours to produce
black ash powder. The rice straw black ash powder (RSBAP) was measured its silicon
content and its impurities using XRF spectroscopy. RSBAP was rinsed using HCl 1 M, 2
M, and 3 M respectively, and finally it was rinsed using distillated water, hence metal
oxides containing in the RSBAP could be removed. The rinsed RSBAP was acidified
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using H2SO4 solution 1M. Furthermore it was heated in hydrothermal condition at 100∘C
(1 atm, 24 hours) in a sealed autoclap. The resulted powder was wetted by adding
some drops of distillated water. The wet powder was finally milled using ball-mill a
long 24 hours. The fine milled black powder was neutralized using NaOH solution 1M
and then rinsed using distillated water. The rinsed black powder was dried. The dried
fine powder was further calcined at 110∘C for 4 hours. The resulted dried fine powder
was then called as UFASCP. The transformation of UFASCP into SCNC was conducted in
several steps. UFASCP was mixed with organic solvent of etanol 10% v/v and NaOH
solution 0.2M. Themixturewas blended andmilled using ball-mill in room temperature
for 24 hours. Themilledmixturewas autoclapped over night (at least 24 hours) at 100∘C
(1 atm.) hidrotermally. The autoclapped powder was rinsed using solutions of HCl 3 M,
2M, 1 M, and distillated water respectively until the residual water was neutral. After
drying, the powder was calcined at 100∘C for one hour. The final powder was called
silica-carbon nanocomposite (SCNC) from rice straw.
Secondly, the resulted UFASCP and SCNC powders were characterized by using sev-

eral instruments, namely XRF, XRD, SEM, and FTIR spectroscopy. XRF PANalytical Mini-
pal 4 Sulfur was used for elemental analysis with parameters of measurement of 28.00
kV, 53 uA (air, 60 sec., 41695.4 cps, standardless). Philip X’Pert Powder Diffractometer
was performed for XRD measurements at tension of 20 kV, current of 5 mA and using
Cu-K𝛼 anode, 2 theta of 5 – 85 degree for 0.02 step/sec.. SEM measurements were
conducted by using JEOL-JSM-6510LV in high vacuum mode 3.0 nm (25 kV) with mag-
nifician of 30.000x. FTIR-8000 PC Shimadzu was performed for infra red spectroscopy
measurements of samples with wave length number of 400 – 4000 cm−1.
Finally, the experiment of using the SCNC as reinforcing materials in the synthetic

wood from rice straw was conducted in four steps, ie. preparation of lignocellulosic
fiber powder from rice straw, preparation of phenolformaldehyde (PF) resin using
procedure elsewhere [15], preparation of three axial blends containing lignocellulosic
fiber powder, PF resin, and SCNC powder in five compositions, namely: 80: 20: 0; 75:
20: 5; 70: 20: 10; 65: 20: 15; and 60: 20: 20 respectively, and preparation of the wood
products by hot pressing the blends using hidraulic hot press at pressure comparable
to stress of 200 Kg/cm2, and at temperature of 80∘C. The resulted synthetic woods
were characterized their water absorptions measured using the standard test method
of ASTM D7433 and compressive strenghts using Universal Testing Machine with stan-
dard of measurement ASTM D143 to see the reinforcing effects of the silica-carbon
nanocomposite towards those properties of the resulted synthetic woods.

3. Result and Discussion

XRF analysis results on the samples of SBAP, UFASCP, and SCNC were depicted on the
Table 1. Along processes of making UFASCP from RSBAP there was removal of metal
oxide impurities, thus the percentage of silicon content was increased significantly,
although not all elements could be detected by XRF, for instances sodium, carbon,
oxygen, and other elements. The comparison reported here was only the observed
elements by XRF spectroscopy.

DOI 10.18502/keg.v1i1.522 Page 3



 

ICoSE Conference Proceedings

Sample XRF Elemental Analysis in procentage

RSBAP Si S K Ca Cr Mn Fe Ni Cu Zn Mo Yb Re

24.5 29.2 3.15 7.11 0.38 0.19
±
0.01

3.11
±
0.01

0.29
±
0.02

0.20
±
0.01

0.42
±
0.01

31.00
±
0.50

0.10
±
0.05

0.30
±
0.04

UFASCP Si K Ca Ti Fe Ni Cu Zn Ba Yb Re

83.0
± 0.6

0.94
±
0.01

10.70
±
0.10

0.20
±
0.03

1.30
±
0.03

0.20
±
0.09

0.63
±
0.02

0.10
±
0.03

1.40
±
0.01

0.60
±
0.03

1.00
±
0.01

NCSC Si K Ca Cr Mn Fe Ni Cu Zn Yb Re

89.9
±
0.06

1.60
±
0.03

4.47
±
0.04

0.36 0.18 2.21
±
0.02

0.22
±
0.03

0.35
±
0.01

0.07
±
0.01

0.10
±
0.02

0.60
±
0.01

T˔˕˟˘ 1: Results of XRF Analysis on SBAP, UFASCP, and NCSC Samples.

Figure 1: Diffractograms of UFASCP and SCNC.

Diffractograms resulted by XRD measurement of UFASCP and SCNC can be seen in
Fig. 1. Both diffractograms have broadening peaks that indicate amorphous phase with
small particle sizes. SCNC diffractogram has more boadening peak and the peak shifts
to smaller 2 theta. The facts mean that SCNC is more amorphous and bigger grain size
that those of UFASCP.
Comparing with the micrograph of UFASCP, the grains on micrograph of SCNC are

more bigger size and more homogen than those of UFASCP as shown by Fig. 2. It can
be confirmed by the results of EDX measurement showing the grains composed from
only three elements Si, O, and C. The data shown on Fig. 1 and Fig. 2 may comfirm that
a silica-carbon nanocomposite could be formed.
The characterization on synthetic wood produced by hot-pressing the three axial

blends with variation of composition showed that the addition of SCNC can inprove
the quality of the resulted synthetic woods, namely smaller water absorption and
higher compressive strength values, as depicted on Fig. 3. The composition of the
lignosellulosic agrifiber, PF resin, and SCNC of 70: 20: 10 can be chosen as the most
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Figure 2: SEM Micrographs of UFASCP and SCNC.

Figure 3: (A) Water Absorption and (B) Compressive Strength of Synthetic Woods.

effective composition of the three axial blend in producing synthetic wood using this
procedure.

4. Conclusion

Silica-carbon nanocomposite was successfully prepared through transforming the
ultrafine amorphous silica-carbon powder. The ultrafine powder was prepared from
rice straw powder through pre-treating, controlled burning to produce black ash, and
treating the ash. The use of the resulted nanocomposite can reinforce the properties
of synthetic wood from rice straw lignocellulosic fiber.
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Abstract
Contrary to its name, the “lead” in pencil is predominately made up of combination of
graphite and clay or polymer, hence it can be considered as carbon composite. It has
been proven that the more amount of carbon, the greater Young Modulus will increase
and vice versa. Some researches on electric property of carbon composite also have
shown that pencil drawn can be treated as a strain gauges and chemiresistors on
paper. It means that in pencil’s lead, the mechanical and electrical properties are
related to one another. In this study, we applied a compressive load on pencil’s lead
and measured the effect on its resistivity. The results show that the resistivity will
decrease while the strain will increase.

Keywords: Carbon composite, Experiment, Resistance, Stress, Strain

1. Introduction

Carbon is the fifth most abundant element in this world. It has several Allotropes,
and one of them is graphene. Over the recent years, graphene has been investigated
for applications in microelectronic. And due to their low specific resistivity, graphene
is used for applications in interconnects as well [1]. Several graphene layers which
stacked with each other are called Graphite and used in many Carbon Composites.
Composite is a material that consists of two different materials, and it is made to create
a material with unique properties that are lighter and stronger. In this paper, we used
mechanical pencil lead as a carbon-composite which consists of graphite, polymer, and
clays as matrix.
Pencil is chosen because many paper-based electronics devices, such as ultraviolet

sensors, solar cells, and energy storage devices also use this item. Their potential to
produce a flexible, thin, low-cost, portable, and environmental-friendly product makes
paper-based electronics are more advantageous. Furthermore, the research on Pencil
drawn shows that Pencil traces can be regarded as conductive thin films and mainly
used as passive conductive in many devices, such as resistors, transistors, UV sensors,
and many more. Pencil traces are also relatively stable against moisture, chemicals,
and UV irradiation [2]. Seeing that pencil has so many utilities, we are interested to do
some research related to the relation between mechanical and electronics properties
for each type of carbon composite used in pencil.

How to cite this article: Nuning Anugrah Putri Namari, Irfan Dwi Aditya, and Suprijadi, “Compressive Load Effect on
Electrical Properties of Carbon Composite,” KnE Engineering, vol. 2016, 5 pages. DOI 10.18502/keg.v1i1.523 Page 1

Corresponding Author:

Nuning Anugrah Putri

Namari; email: nun-

ing_apn@cphys.fi.itb.ac.id

Received: 1 August 2016

Accepted: 18 August 2016

Published: 6 September 2016

Publishing services provided

by Knowledge E

Nuning Anugrah Putri

Namari et al. This article is

distributed under the terms

of the Creative Commons

Attribution License, which

permits unrestricted use and

redistribution provided that

the original author and

source are credited.

Selection and Peer-review

under the responsibility of

the ICoSE Conference

Committee.

http://www.knowledgee.com
mailto:nuning_apn@cphys.fi.itb.ac.id
mailto:nuning_apn@cphys.fi.itb.ac.id
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


 

ICoSE Conference Proceedings

Figure 1: Dimensional geometry of simulation model.

2. Computation

Computational method that we use in this research is Finite Element Method (FEM)
using Abaqus. The dimensional geometry of the simulation model is similiar to the
geometry of thespecimens tested in the experiment, it is 0.5 mm for the diameter
and 60 mm for the length. Tomeshing the model, we use rectangular shape with
the same size all over the model. Thecomputation are performed by compressed the
model along z-axis. The result will give use xplanation about strain distribution of the
composite.

3. Experiment

Compress test was conducted by using 10KN Universal Testing Machine type SM-
10. This evaluation gave us force value with ±0.01 accuracy and displacement with
±0.00001 accuracy. In this case, we used the B, 3B, H, and 2H pencil lead with dimen-
sion of 0.5 x 60 mm as carbon composite. Resistance of carbon composite was mea-
sured using multimeter with ±0.1 accuracy which are connected to graphite. Graphite
was being used as a pad for carbon composite as long as the pencil underwent com-
press test (since pure graphite is harder than carbon composite, so the compression
on the pad will not effect the measurement process significantly).
This experiment was carried out at room temperature and it will last until the pencil

lead breaks. From this experiment, we get the Strain-Stress Curve which will make us
to be able to obtain the Young Modulus of carbon composite as well. Then, to analyze
the relation between mechanical and electric properties, we used Stress-Strain curve
and Resistance-Strain curve. We will compare carbon composite type B with 3B, and
type H with 2H; the comparison among all of them in the same curve will not be done,
because we used different pencil lead product for type B and H.

4. Results and Discussions

The computational result of system on Fig 3(a) and (b) shows that the Force act on
the composite is uneven. Greatest displacement happen in the upper part (part which
force was given) and the smallest displacement happen in the down part. This caused
the speciment to bent. The type of pencil H and B represent the “Hardness” and
“Blackness”. The hardness of pencil is obtained from the clay. So, the higher number
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Figure 2: (a) Diagram of experiment and (b) Pencil lead under compression.

Figure 3: Strain distribution on compressed carbon obtained from computational result.

of H type contains more clay. Meanwhile the Blackness of pencil are obtained from
the graphite. Graphite will give soft texture to the pencil traces. The higher number
of B type contains more graphite [3]. In the Fig 4(a) we can see that pencil with type
H is stronger than B and also have higher value of resistance because it contain less
graphite. Pencil lead with H type also have more ductile properties than B, because it
contains morepolymer as a binder.
Fig 4(A) and Fig 4(B) show the that Stress-Strain curve has both linear and non-linear

graph. This linear graph is called elastic region while the non-linear graph is called
plastic region. Elastic deformation occurs in the elastic region; it happens when the
interatomic bonds are stretched, but they have the capability to go back to their original
nearest neighbors (each carbon in Graphite is covalently bonded to three other carbon
atoms). On the other hand, permanent deformation occurs in plastic region. Permanent
deformation takes place when some atoms move away from their original nearest
neighbors, and it cause some of the interatomic bonds to break up. This permanenet
deformation can cause a fracture or even damage on the material.
In addition, Fig 4(A) and Fig 4(B) also show that the composite materials consists of

ductile and britlle mixture. It can be seen from the elastic region, that the composite
is not broken immediately after the ultimate point, but it breaks after encounter some
elongation in plastic region and then break at ultimate rupture strain. The key of this
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Figure 4: Mechanical Properties of (a) type 2H &3B, (b)H &2H and (c) B & 3B.

phenomenon is the composition of pencil lead. Graphite and clay are indeed considered
as brittle materials, but the pencil lead we used has polymer as a binder (polymer is
included in ductile material). So, the ductile found in the properties are caused by the
polymer.
Other than that, Fig 4(A) shows that 2H has higher stress and resistance than H. It

is found in the reference [3], that 2H has more clay and less graphite. Composite that
have less graphite will have bigger resistance because graphite is conductive material.
In this results, we got the resistance value of 1.4Ω for the 2H and 1.1Ω for H. On the
contrary, Clay give hardness to pencil lead; in this experiment, we use pencil leadwhich
contains polymer. Polymer is known as the elasticmaterial. In this investigation, 2H that
contains more mixture of clay and polymer has higher stress (around 13.1 MPa) than
H (around 11.77 MPa). Meanwhile, B type which has higher number contains of more
graphite. It can be seen from Fig 4(B) that 3B has lower resistance and stress than B
(resistance of B is 1.5Ω and 3B is 1.2Ω). The Stress-Strain curve for the B type shows that
B has higher Stress (around 11.52 MPa) than 3B (aroung 8.1 MPa) in Ultimate rupture
strain. The result of this study represents that harder composite has more ultimate
rupture strain. If we arranged it in descending order, it would be 2H, H, B, then 3B.
Now, we are going to compare the Ultimate point of each type. H type has Ultimate

point in 9.17 MPa while 2H is in 11.77 MPa. We can see that hardest composite will
have higher ultimate point for the H type. As explained before, 2H has less graphite,
so it must be stronger than H. And about the B type, B has ultimate point in 10.70 MPa
while 3B is in 11.21 MPa.
Fig 4(A) and Fig 4(B) illustrate that the electrical properties run into three phases.

First is the sharp fall of resistance, second is slowly down of resistance, and the last
is stable resistance. Similar to them, the mechanical properties also experience three
stages. First is sharp linear graph, second is also linear graph with lower slope, and the
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last is graph that tends to be more stable. We can see that elastic region obeys the
resistance equation, where resistance is proportional to the length and density while
inverse with the area of material. When the composite encounter the compress test,
the length of material is shorter, therefore the resistance will also down. Meanwhile,
in plastic region, the resistance equation is not applicable because some atom has
encounter permanent deformation that makes small change in the density and length
of material.
Through Fig 4(A) and Fig 4(B), we can investigate the strain between ultimate point

in Stress-Strain curve and Resistance-Strain Curve of each type. The results shows that
all the type reach their ultimate point of resistivity first and then ltimate point of stress.
For the H type, the strain differences between that two ultimate point is 18.29 for H and
14.95 for 2H. Meanwhile, for the B type, the strain differences is 19.95 for B and 17.73
for 3B. We can see that there is an inverse result between H and B type. In H type, the
Harderst pencil has a closest differences between two ultimate point. It may happen
because 2H have biggest resistance, so it would reach the ultimate point of resistance
in longer strain than H. So, that’s why, for the same strain of ultimate point of stress, 2H
will have little strain differences. Meanwhile, for the B that has more resistivity than
3B, it ecounter more strain differences but not too specific. Further investigation of the
lead composition needed to explain this phenomenon.

5. Conclusion

The force distribution on carbon composite is uneven, therefore the displacement are
different in every point and the result shows that composite will be bent. Computa-
tional result shows that the highest displacement is happen in the upper part (part
which force was given directly) .Carbon composite with the mixture of polymer and
clay as a binder has ductile and brittle properties. Composite with more graphite has
lower resistance and lower stress. The resistance equation just applied in elastic region.
In plastic region, the resistance equation is not applied and the resistance tends to
be more stable. In H type, the strain differences between two ultimate point is more
specific than B type.
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Abstract
Nanofibers membranes were synthesized using electrospinning method for air
filtration application. Polyacrylonitrile (PAN) with three different concentrations as
the polymeric matrix of the nanofibers membrane is used. In the aerosol filtration, the
pressure drop is one of the most important parameters, which is determined by the
membrane characteristics. One of the parameters that influence the characteristics
of membrane is concentration of polymer solution, in which it will determine the
diameter of fiber. In this study, the relation between the PAN concentration and the
pressure drop in air filtration test was examined. Three different concentrations of
PAN solution (6, 9, and 12 wt.%) were employed under the same process parameters
of electrospinning. The fiber diameter distribution of each membrane was measured
from its scanning electron microscope (SEM) image. The three concentrations resulted
in significant different effect to the pressure drop that proved the existing correlation
between the polymer concentration and the air pressure drop.

Keywords: nanofiber membrane, electrospinning, concentration, pressure drop

1. Introduction

Air pollution is caused by the presence of other material substances in air such as dust,
smoke, and others, which are harmful and contaminated in large quantities. Nowadays,
air pollution happensmore frequently along with the rapid population growth. Polluted
air contains toxic substanceswhich are fine particles with diameters ranging from 0.1 to
2.5 𝜇m (PM2.5) [1]. Fine particles in air, which is called as aerosol, are themajor cause of
respiratory disorders. Separation between air and its pollutant is one way to solve the
pollution problem. Researches regarding the air pollution problem are thus related to
the finding of media that can separate the air and its pollutant. A filtration method
by means of nanofibers materials is believed to answer the air pollution problem.
Nanofibers membrane can capture fine particles from the aerosol flow through pile of
fibers and pass the clean air through the pores [2-4]. Good distribution of membrane
porosity can then increase the filtration efficiency [5,6].
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There are diversely wide range of techniques to produce nanofibers and electro-
spinning is one of the simplest techniques [7,8]. The nanofibers obtained via electro-
spinning technique can be applied to various fields such as filters, biomedical tools,
energy and sensor [9-10]. The morphology of nanofibers depends on various factors
such as viscosity, conductivity, surface tension, flow rate, rate of solvent evaporation,
voltage, and electric current [11]. In filter application, the efficiency of membrane can
be optimized by adjusting the morphology and structure.
Recently, we have successfully synthesized nanofibers membrane from polyacry-

lonitrile (PAN) material for antibacterial activity in water filtration application [12].
Some researchers have tried to use PAN in air filtration application [4,5,13]. However,
they did not discuss in detail about pressure drop and its relation to the concentration of
polymer solution. Excellent air filters have special characteristics such as high particle
collection efficiency, low pressure drop, and long lifetime [14]. Pressure drop is a very
important parameter in air filter testing, because it is related to pressure or energy
being applied in filtration process. Moreover, pressure drop is greatly affected by the
shape and morphology of the membrane such as thickness and porosity [5]. The
membrane porosity is also influenced by fibers diameter that can be controlled by
adjusting the concentration of polymer solution [11]. In this study, PAN membranes
were produced by employing different concentrations for air filtration application. The
effect of each concentration to the pressure drop was then analyzed.

2. Experimental

2.1. Materials

The materials used in this experiment included polyacrylonitrile (PAN) with molecu-
lar weight of 150,000 g/mol and N,N-dimethylformamide (DMF) solvent; both were
obtained from Sigma Aldrich. The PAN was dissolved in DMF to produce a suitable
concentration of the polymer solution. The calculation of polymer (solute) weight con-
centration and solvent is calculated by weight percentage (wt.%) using Eq. 1.

𝐶 = (
𝑋

𝑋 + 𝑌 × 100) 𝑤𝑡.% (1)

where X is the weight of solute and Y is the weight of solvent. In this experiment,
three concentrations of PAN solution were made, i.e., 6, 9, and 12 wt.%.

2.2. Electrospinning

Figure 1 shows the schematic of a Nachriebe 600 electrospinning system that we have
developed. The system uses a high-voltage power supply with a high voltage flyback
transformer (HVFBT). A syringe, where the polymer solution is contained, is placed on
a syringe pump with controllable flow rate. A metal drum collector that can be rotated
with controllable speed is used. The system is also equipped with a camera with a
high magnification to observe the shape of jet at the tip of the syringe in real time. To
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Figure 1: A schematic diagram of Nachriebe 600 electrospinning system.

control the relative humidity, silica gel and the exhaust is used to circulate the dry air
into chamber.

2.3. Membrane Filter Test

Figure 2 shows the schematic of developed air filter test system. Air is pumped to
undergo an initial filtration in the foam filter and then flowed through a buffer to collect
the air. The collected air is subsequently dried in the diffusion dryer using silica gel.
After dehumidification, the air is filtered again using a HEPA filter. The dehumidified
air is then flowed with controllable flow rate through the membrane filter under test.
The pressure drop, which is the pressure difference of two sides of the membrane
filter, is measured using Sensirion SDP600. The pressure drop in this condition was
controlled by changing the air flow in the flowmeter 2 while keeping the air flow in
the flowmeter 1 constant. As the pressure drop sensor Sensirion SDP600 output is
digital, a microcontroller system was employed to process the data.

3. Results and Discussion

3.1. Electrospun fibers

A sheet of cloth was used as a wrapper to the metal drum collector to ensure easy
removal of the obtained fibers membrane. In order to produce a desired thick mem-
brane, the electrospinning process lasted for 4 hours. Figure 3 shows a photograph
of the obtained membrane on the cloth collector. SEM images of the obtained mem-
branes for different concentrations are presented in Fig. 4. It is shown that the PAN
membranes obtained from the concentrations of 6, 9, and 12wt.% have different fibers
diameter distributions with average diameters of 0.6, 0.8, and 1.2 𝜇m, respectively. In

DOI 10.18502/keg.v1i1.524 Page 3



 

ICoSE Conference Proceedings

Figure 2: A schematic diagram of the aerosol filter test for pressure drop measurement.

Figure 3: A photograph of PAN nanofibers membrane exfoliated from the cloth collector.

addition, as given in Fig. 4(c), the fibers membrane obtained from 12 wt.% in concen-
tration is more uniformity fiber than the others. This result is similar to those have
been reported by Munir, et al. and Zhang, et al. [11,15]. Note that uniform fibers has
good characteristic in porosity, and it thus increases the efficiency of filtration.

3.2. Aerosol Filtration Test

Figure 5 shows the pressure drop measurement as a function of air flow. The pressure
drop rises with the increase of air flow as described by the Darcy’s law stating that the
air flow or debit Q is given by Eq. 2.

𝑄 = 𝐾𝐴
𝐿 Δ𝑝 (2)

where 𝑄 is the air flow or debit, K is the Darcy constant, A is the area of membrane, L
is the thickness of membrane, and Δ𝑝 is the pressure drop.
Moreover, it has been found that the pressure drop increases with increasing the

concentration of polymer solution. It can be explained by looking at Fig. 4 in which the

DOI 10.18502/keg.v1i1.524 Page 4



 

ICoSE Conference Proceedings

Figure 4: SEM images of PAN membranes obtained from the polymer solution concentrations of (a) 6, (b)
9, and (c) 12 wt.%.

Figure 5: Pressure drop characteristics from each membrane.

average fiber diameter increases with the increase of polymer solution concentration.
Larger fiber diameter will make the pores of membrane become smaller and it causes
air difficult to flow through the membrane so that the pressure drop increases.

4. Conclusion

Nanofibers membranes of polyacrilonitrille (PAN) has been prepared by using elec-
trospinning with three concentrations (6, 9, and 12 wt.%) of PAN solution. It has been
found that the increase of polymer concentration caused the fibers diameter increases
and its fibers diameter distribution became more uniform. The membrane obtained
from the PAN solution concentration of 12 wt.% had the best morphology because of
its homogeneity in fiber diameter, but the highest pressure drop as compared to the
concentrations of 6 and 9 wt.%.
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Abstract
In this study, 2-dimensional Brazil nut effect experiments were setup. An intruder
moves from its initial position at the middle-bottom of a container to its final position
at the top of the granular bed. To predict the motion of the intruder, the number of
contact points for each grain around the intruder was counted manually for grains in
the first layer until the third layer. The average numbers of contact points from grains
in each of 8 directions respected to the center of the intruder were calculated to
determine the direction of total force acting on the intruder by grains in the first layer,
in the first two-layers, and in the first three-layers. The result will be more acceptable
using the data of two or three layers of grains in predicting intruder movement.

Keywords: granular materials, vibration, Brazil-nut effect, contact points

1. Introduction

Brazil-nut effect (BNE) is a phenomenon when larger grains rise to the top of smaller
grains subjected to vibration [1]. The opposite phenomenon when an intruder (larger
grain) sinks in a vibrated granular bed (smaller grains) is called reverse Brazil-nut effect
[2]. However, it also was found that the position of an intruder in a vibrated granular
bed remains unchanged when compaction occurred [3]. There are many points of
view to explain this BNE, such as through its phenomenon of void filling [4] and a
condensation mechanism [2,5], through its intrinsic properties of grains such as the
comparison of mass ratio and diameter ratio of the two grain types [5], the surface
roughness of intruder [6], the base roughness of the container [6] and also through
the reduction in potential energy of the system [7,8].
BNE occurred in 2-D and pseudo 2-D granular system [9,10,11] where grain configu-

rations can be recorded and the intruder can also be traced automatically, e.g., using
OpenCV application [10]. The positions of all grains were determined using a screen
snapshot or an image of the system to be digitized using web browser running an
HTML equipped with a JavaScript code and represented in pixels [12] and in SI-units
[13]. The zigzag trajectory of an intruder in pseudo 2-D granular bed had been observed
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Figure 1: A grain has maximum 6 contact points in hexagonal closed packed arrangement.

Figure 2: Eight directions with its origin at the center of intruder.

in the previous work [10]. However, when hexagonal closed packed configuration in
the granular bed has been attained then the intruder is difficult to move [8,14,15].
This paper discusses aboutmotion of an intruder in a vertically vibrated 2D-granular-

bed in which BNE phenomenon occurred. The intruder motion is influenced by the
arrangement of grains around the intruder resulted from the vibration. The number
of contact points among grains around the intruder is counted to determine the total
force acting on the intruder in order to predict the direction of the intruder motion.

2. Theory

In this study, all possible states of a 2-D granular material are visualized by the configu-
rations of the grains and are expressed by the number of contact points among grains.
Indeed, contact point is actually a projection of contact line between two grains on
a plane which is perpendicular to the line; the plane is the front surface of the 2-D
container. The number of contact points on a grain with all its nearest neighbors is
counted. Hence, number of contact points is greater for denser grain arrangement.
Using thin cylindrical grains, the maximum number of contact points on a grain is 6
that occurred when hexagonal closed packed arrangement established.
It is proposed for simplicity that there are 8 directions which may sufficient to

encounter the influences from the nearest grains to predict the direction of the intruder
movement as illustrated in Fig 2. Grains nearby an intruder are grouped to be the first
layer, second layer, and third layer as shown in Fig 3.
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Figure 3: Grains around an intruder: (a) one layer, (b) two layers, and (c) three layers.

The number of contact point for each grain in the first layer, second layer, and third
layer around an intruder is counted manually. Pressure is proportional to the number
of contact points. It can be seen from Fig. 3 that intruder is subjected to pressure by
grains from all direction. If the pressure to the intruder is not the same in all directions
then intruder moves toward the region of lower pressure. The total force 𝐹𝑘 acting on
the intruder by N𝑘 grains in k layers (k = 1, 2 or 3) is proportional with the number of
contact points as follows:

𝐹𝑘 ≈ −1
8

8

∑
𝑖=1

̄𝑐𝑖𝑘 𝑟𝑖 (1)

̄𝑐𝑖𝑘 =
∑𝑁𝑖𝑘

𝑗=1 𝑐𝑖𝑗𝑘
𝑁𝑖𝑘

. (2)

̄𝑐𝑖𝑘 is the average number of contact points of 𝑁𝑖𝑘 grains inside k layers in direction
i with respect to intruder and 𝑟𝑖 is the position of grains in direction i with respect to
intruder

𝑟𝑖 = [cos (
2𝜋 𝑖
8 ) , sin (

2𝜋 𝑖
8 )] ; 𝑖 = 1, 2, 3, ..., 8. (3)

Since the grain arrangement changes from time to time due to vertical vibrations
to the granular bed thus the number of contact points of each grain is a function of
time. Therefore, the total force 𝐹𝑘 acting on the intruder is also a function of time. This
total force is used to predict the direction of intruder movement and this prediction is
compared to the experimental results of intruder position in the next time step.

3. Experimental Setup

A 2-dimensional Brazil-nut effect experiment was setup with the diameter of intruder
and bed granular are 2.4 cm and 0.68 cm respectively in a slab container with sizes
20 cm ×10 cm × 0.2 cm for internal heigh, width, and thickness respectively. The
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Figure 4: Pictures are taken at different time: (a) t = 84, (b) t = 85 and (c) t = 86.

Figure 5: Average numbers of contact points around an intruder for grains at t =84 within: (a) the first
layer, (b) the first two- layers, and (c) the first three-layers.

density (g/cm3) is 0.4375 for intruder and 0.118 for bed granular. The granular system
was vertically vibrated with frequency of 14 Hz and constant dimensionless vibration
acceleration Γ of 3. In order to give time in taking picture of the granular system, the
system was discontinued each time after one-second vibration. Pictures were taken
each second from initial observation (t = 1) when intruder at the bottom until at the
top of the granular bed (t = 100) [3]. Position of intruder was determined [13] and the
number of contact points of each grain around intruder were then obtained manually
from the pictures.

4. Results and Discussion

Figure 4 shows three pictures taken sequential at time t = 84, 85 and 86. Posi-
tion 𝑅⃗𝑡 (𝑥, 𝑦) of intruder at time t = 84, 85 and 86 are𝑅⃗84 (4.45, 5.26), 𝑅⃗85 (4.26, 5.49),
and𝑅⃗86 (4.24, 5.62) in centimeters with origin of the coordinate is at the bottom of the
slab container in the left. Intruder moved to about direction 3 or upper-left from t = 84
to t = 85 and a little bit upward from t = 85 to t = 86.
The average numbers of contact points of grains around the intruder using only the

first layer, the first two- layers, and the first three-layers for picture at t =84 are shown
in Fig. 5.
In this paper, it is only the direction of total force acting on the intruder was obtained.

The direction of the total force 𝐹𝑘 (𝐹𝑘𝑥, 𝐹𝑘𝑦) at time t = 84 using grains the first layer,
the first two-layers, and the first three-layers are 𝐹1 (−0.21, 0.13), 𝐹2 (−0.01, 0.04), and
𝐹3 (−0.04, 0.01). Using the same method for t = 85, it is obtained𝐹1 (−0.02, −0.52),
𝐹2 (0.14, 0.24), and 𝐹3 (0.11, 0.02). These results show that using grains more than one
layer give similar tendency for the total force, i.e. 𝐹2 and𝐹3have similar directions. The
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use of number of contact points of grains in the first layer could give correct direction of
total force if there is no empty space (vacancy) in the layer in size of about one grain.
Figure 4b shows that there is free space below intruder in size almost one bed particle
so that the prediction using one layer is not sufficient. The direction of total force at t
= 84 predicted that intruder would move to the upper-left and this is accepted for the
intruder movement from t = 84 to t = 85. However, for t = 85, the result predicted that
intruder would move upper-right but the experiment showed intruder move upward.

5. Conclusions

Intruder movement in a 2-D vibrated granular bed has been predicted using contact
points approximation. The direction of total force acting on intruder can be obtained
from the number of contact point of grains around the intruder. The result will be more
acceptable using the data of two or three layers of grains since the use of only one
layer could not overcome vacancy of a grain.
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Abstract
Artificial Neural Network (ANN) method is a prediction tool which is widely used in
various fields of application. This study utilizes ANN to predict structural response
(story drift) of multi-story reinforced concrete building under earthquake load in
the region of Sumatera Island. Modal response spectrum analysis is performed to
simulate earthquake loading and produce structural response data for further use in
the ANN. The ANN architecture comprises of 3 layers: an input layer, a hidden layer,
and an output layer. Earthquake load parameters from 11 locations in Sumatra Island,
soil condition, and building geometry are selected as input parameters, whereas story
drift is selected as output parameter for the ANN. As many as 1080 data sets are used
to train the ANN and 405 data sets for testing. The trained ANN is capable of predicting
story drift under earthquake loading at 95% rate of prediction and the calculated
Mean-Squared Errors (MSE) as low as 1.6.10−4. The high accuracy of story drift
prediction is more than 90% can greatly assist the engineer to identify the building
condition rapidly due to earthquake loads and plan the building maintenance routinely.

Keywords: Artificial Neural Networks, earthquake load, Mean-Squared Error,
response spectrum, story drift

1. Introduction

Story drift is one of the most important limit states in multi-story building structure
design. Building shall not drift excessively to provide better performance and prevent
damage to non-structural elements such as walls and doors. Provisions that limit story
drift vary depending on which code is used [1-3]. Frequently, story drift governs the
design of structural elements rather than strength.
Finite Element Mehod (FEM) is currently the best available method to analyticaly

calculate the story drift of multi-story buildings. Performing FEM for such complex
buildings could be very tedious to be hand-calculated if not practically impossible. To
help in faster and more accurate calculations, many FEM softwares specialized for Civil
Engineering application are developed and widely available in the market. However,
precisely modeling and running analysis for building structures in FEM softwares is
indeed very time-consuming especially for nonlinear and dynamic analysis.Though
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Finite Element Method for structural analysis is accurate, it is relatively slow. To provide
an adequate early prediction on story drift at faster rate, Artificial Neural Network
(ANN) method may be used. ANN method is a general prediction tool which is widely
used in various fields of application, including Civil Engineering. Many researchers have
studied the application of ANN in multystorey shear structure to predict the health
of building, such as [4] and [5]. In this study, the ANN is used to predict story drift
of reinforced concrete multi-story building under earthquake loading in the region
of Sumatra Island. The Sumatra Island is located between the Indo-Australian and
Southeastern Eurasian plates. This region has fault slip up to 15 meters occurred near
Banda Aceh, Sumatra [6].
Artificial Neural Networks are simplified models of the biological nervous system

and have drawn their motivation from the kind of computing performed by a human
brain [7]. An Artificial Neural Network is organized into a sequence of layer with full
or random connections between the layers. A typical Neural Networks is fully con-
nected, which means there is a connection between each neuron in any given layer to
each neuron in the next layer. Artificial Neural Network (ANN) is capable of modeling
nonlinear relationship between input and output parameters. ANN works by process-
ing weighted input data using certain algorithm to produce a desired output [8]. The
relationship between neurons in ANN is represented by weight factors that will be
modified through a training process. If sufficient data sets are available and learning
algorithm is correctly chosen, the training process will modify the weight factors by
each iteration performed and eventually the desired output will be achieved. The high
accuracy of story drift prediction can greatly assist the engineer to identify the building
condition rapidly due to earthquake loading in the region of Sumatra Island and plan
the building maintenance routinely.

2. Methodology

2.1. Modal Response Spectrum Analysis

The data sets to be fed into the ANN are collected through aModal Response Spectrum
(MRS) analysis. The MRS analysis is performed using Finite Element Method software.
The selected reinforced concrete (RC) building models are: Model 1 (10 stories or 40.5
m in total height), Model 2 (15 stories or 60.5 m in total height), and Model 3 (20 stories
or 80.5 m in total height) as shown in Fig. 1. For all models, the floor plan is identical
(Fig. 2).
The reinforced concrete building models are already proportioned to satisfy the

dynamic requirements provided in SNI 1726-2012 [3]. The RC building models are sub-
ject to earthquake loading. The design response spectrum functions are obtained from
the lastest Seismic Hazard Map for Indonesia. Eight capital cities and three other cities
in Sumatera Island are selected as seismic location (eleven in total). By taking three
ground conditions (hard, medium, and soft) into account, 33 response spectrum func-
tions are obtained. Then for 3 building models, a total of 1485 story drift data sets are
generated from all stories in MRS analysis.

DOI 10.18502/keg.v1i1.526 Page 2



 

ICoSE Conference Proceedings

Model 1

Model 2

Model 3

Figure 1: Reinforced Concrete Building Models.

Figure 2: Floor Plan of Reinforced Concrete Building Model.

2.1.1. ANN Architecture

The Neural Network used in this study is Backpropagation ANN (algorithm details
can be found at [9]). The ANN architecture consists of 3 layers: input layer, hidden
layer, and output layer (Fig. 3). Input layer contains 8 neurons which represent 8 input
parameters: 5 earthquake response spectrum function parameters (PGA, S𝐷𝑆 , S𝐷1, T0,
Ts), ground or soil condition, and 2 geometric characteristics (total building height and i-
th story elevation). Whereas output layer has 2 neurons, that is, to represent story drift
in both X and Y horizontal direction. The target story drift data obtained from modal
response spectrum analysis is fed into the ANN, and then errors and rate of predictions
are calculated. The number of neurons in hidden layer and training parameters such as
learning rate, momentum coefficient, and variable normalization range are selected by
trial and error to achieve highest rate of prediction. With this architecture, the neural
network is intended to learn the capability to predict story drift for any given elevation
of the RC building models.
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Figure 3: ANN Architecture to Predict Story Drift.

T˔˕˟˘ 1: Story Drift Data Sets for ANN Training Process.

3. Discussion

The story drift data sets obtained from MRS analysis is tabulated in Table 1 and Table
2. The 1080 data sets in Table 1 is related to 8 capital cities in Sumatera Island as
seismic location, whereas another 405 data sets in Table 2 is related to 3 other cities
in Sumatera Island as seismic location. Table 1 and Table 2 is used for ANN training and
testing process respectively.
Based on trial and error process, the ANN achieve the lowest error with 24 neuron

at hidden layer and the following training parameters; learning rate 0.1, momentum
coefficient 0.1, variable normalization range 0 ∼ 0.5.
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T˔˕˟˘ 2: Story Drift Data Sets for ANN Testing Process.

Figure 4: Target vs. Prediction Plot for Story Drift at Training Process.

Figure 5: Target vs. Prediction Plot for Story Drift at Testing Process.

After 5000 iterations with the configurations stated above, the calculated MSE at
training and testing process is 1.7x10−4 and 1.9x10−4, respectively. Fig. 4 and Fig. 5
shows the target vs. prediction plot for story drift at training and testing process. From
the plots, it can also be seen that the trained ANN has 95% of prediction rate, which
indicates that the trained ANN is capable of predicting story drift at adequate accuracy
especially at higher elevation on the building.
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4. Summary

After 5000 iterations during ANN training with 1080 data sets, the rate of prediction
is calculated as high as 95 percent and MSE is 1.6x10−4. From this study, it can be
concluded that ANN is a very promising tool to provide early prediction on structural
response such as story drift at multi-story building in the region of Sumatra Island to
assist further FEM analysis.
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Abstract
For companies that implement Lean Manufacturing, it is essential to measure the
extent of success in terms of the achievements of optimum performances. This
paper describes the development of a Fuzzy Analytical Hierarchy Process (FAHP)
algorithm based Performance Measurement System (PMS) application software for
lean companies. The PMS software, which was developed using the C++ language,
was designed as a decision making system to aid lean manufacturing companies.
The software allows decision making analysis based FAHP facilitating data input,
pairwise comparisons, weight calculation and lean company scores. A case study of
a lean manufacturing is presented to illustrate the theoretical and practical aspects
of the PMS software. The case study demonstrated the software tool can assent to
a lean company to implement PMS in a much easier manner yielding more accurate
and consistent results that include a list of recommended actions to address issues
identified. Therefore, it can improve the company performance.

Keywords: Fuzzy AHP based Algorithm, Lean Manufacturing, Performance
Measurement

1. Introduction

Developing a Performance Measurement System (PMS) which fosters continuous
improvement and is based on a company’s strategy and characteristics of its processes
can be challenging due to, amongst other factors, the diversity of criteria, activities and
companies’ strategic preferences. The traditional approaches to PMS, which is based
purely on financial measures, may not be adequate to measure the performance
of lean companies due to the relatively wide range of financial and non-financial
characteristics and specific lean related tools and techniques which they employ in
their activities.
Ohno [1] from Toyota Production System (TPS) defined lean manufacturing as

activities that involve value-added work, continuously removing waste and non-value
added work. The characteristics of lean manufacturing were identified by Shah and
Ward [2] as continuous improvement, waste elimination, quality improvement, low
inventories, short cycle times, process control, supplier development, pull system,
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continuous flow, quick changeover, preventive maintenance, statistical process con-
trol, employee and customer involvement. Womack et al [3]; Ferdousi & Ahmed [4]
identified lean characteristics such as value stream mapping, just-in-time production,
5S, error proofing, work standardized, kanban and automation.
By clearly identifying the lean characteristics, it is then possible to design a PMS that

effectively measures performances in companies that implement lean systems. The
extent to which a company implements lean systems and the success factors depend
on a set of consistent lean characteristics that are linked with the PMS. Therefore, a
clear definition of lean characteristics is an important pre-requisite in the measure-
ment and monitoring of a company’s performance with respect to lean manufacturing
activities.
This paper makes use of accepted leanmanufacturing characteristics as the basis for

the development of a PMS. In terms of its underpinning theory, the widely accepted
Fuzzy Analytical Hierarchy Process (FAHP) is adopted so as to handle the inherent
vagueness and Multiple Criteria Decision Making (MCDM) nature of lean performance
measurement. The FAHP method, which is a result of combining AHP (Analytical Hier-
archy Process) with the fuzzy concept, has been applied to many areas since being
introduced by Laarhoven & Pedrycz [5] followed by several other authors [6-10]. Noci
& Toletti [6] applied FAHP to identify quality based priorities. The FAHPwas also applied
in the selection of suppliers based on the most satisfaction criteria for the decision
maker [7]. Kabir & Hasin [8] stated that the FAHP was more balance scale of judgment
and it was not containing subjective judgment in terms of selection and preference of
decision-makers. Regarding Lee et al. [9], the FAHP can obtain the relative importance
in real practice where an uncertain pairwise comparison environment exists. Further-
more, according Tan et al. [10], it can be used to account for variations in degrees of
confidence, such as nuances/traces.
In terms of the AHP method, algorithm program applications are available, such

as the “Expert Choice” to solve the AHP implementation problems (Expert Choice,
2012) [11]. However, to the author’s knowledge, the FAHP commercial algorithm pro-
gram is not available. Therefore, this paper developed the algorithm program for lean
manufacturing PMS. The PMS is implemented as a software tool developed using the
C++ language so that practitioners can apply this PMS without having to perform the
tedious and complicated computations associated with FAHP.

2. Methodology

The PMS for lean company can be developed based on the characteristics of lean
such as discussed in Introduction. This paper employed a set of lean company char-
acteristics based on lean manufacturing performance in Susilawati et al [12] and [13].
The PMS for lean manufacturing companies is based on a MCDM method, the FAHP.
The FAHP method is a systematic approach using the concepts of fuzzy set theory
and hierarchical structure analysis, which makes it more effective than conventional
Analytical Hierarchy Process (AHP) in real implementation when choice, ranking and
decision problems are encountered. An algorithm in the form of a FAHP program is
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developed using the C++ language. The flowchart of the design steps of algorithm
PMS using FAHP is shown in Fig. 1. The steps for FAHP used in this paper: establish a
decision group, members of the decision groups make a judgment on the importance
of the leanmanufacturing activities, aggregate judgments of the decisionmaker, check
consistence, and calculate the weight.
The members of the decision group make a judgment of relative preference and

importance of one lean practice parameter over another with a pairwise compari-
son. Due to the vagueness of the judgment, the score awarded to the pairwise lean
practice does not exactly represent the real condition. The crisp score awarded by a
member of the decision group is then transformed into a fuzzy number, in order to
capture the vagueness. Because the decision maker cannot reach 100% confidence in
their judgment, this degree of confidence should be captured in the FAHP method.
Next, the fuzzy pairwise comparison from several decision makers is combined to
form an overall group decision then aggregated. The decision makers can revise and
make right the decision-maker/assessor inconsistency when making pairwise com-
parisons, which are checked by the Consistency Ratio (CR). The CR is a comparison
between Consistency Index (CI) and Random Index (RI) [14]. The CR can reflect the
decision maker/assessor understanding on his/her own preferences. If the CR is >0.10,
the decision-maker should re-evaluate his/her pairwise comparisons [14]. Finally, the
weight of lean practices is calculated. By inputting the information and data of current
state of lean activities and establishing the base line and target improvement lean
activities are then revealed as the final score of lean company. These performance
scores will give the managers and decision makers some real insights into the lean
company’s activities and their company’s performance.

3. Tool Evaluation

The lean manufacturing PMS’s algorithm program has been applied as a case study
for an automotive company in the Indonesian manufacturing industry. The company
needed to measure and to improve the company’s overall performance by achiev-
ing the company’s strategic goals, which use six specific perspectives: financial per-
spectives, supplier issues customer issues, process, people and future (Fig. 2). Fig. 3
presents the pairwise comparisons and degree of confidence for the assessors. The
scores of performance of the company are presented in Fig. 4.
Fig. 4 demonstrates the competitive business priority on a company performance

and in this instance is defined based on the financial perspectives and customer issues
(the computer software has been designed with complete flexibility to allow compa-
nies to tailor the performance based on their needs). The current lean score is 0.208 for
the financial perspectives and 0.023 for supplier issues. The optimum lean score target,
which can be achieved for next year is 0.297 for the financial perspectives and 0.262
for customer issues. The current overall score for the lean activities in the perspectives
performance impact with regards to overall performance scores is 0.574.
It can be seen that last year’s achievements are used as a baseline score for every

lean activity. In this case, due to the lean manufacturing PMS started in this current
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Figure 1: Flowchart to develop the FAHP algorithm program for lean manufacturing PMS.

year, the baselines were set to zero. The target improvement is the change needed to
achieve the company’s future state. This was obtained from the differences between
the current results and the base lines. The current results were collected from the
company’s data, which is the difference in the current year’s state and last year’s
state. The lean score for the current condition was calculated as a real achievement
(current results) divided by target improvement and multiplied by the weight of the
lean activities for a given time period. In this case, the period of time is 1 year. Future-
state is at 100%, due to the fact that it was established as an optimum, in order to
achieve improvement.
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Figure 2: Input data by assessors for components of the lean performance perspectives.

Figure 3: Pairwise comparisons by a member of group decision maker for the lean performance
perspectives and its degree of confidence.

4. Summary

This paper describes a PMS model for lean company in the form of computer software
tool. The software tool is flexible and practical, allowing practitioners to apply PMS in
companies that vary in size and system, within a range of industries and can help a
company to measure its progress toward its goals and enable decisions to be made on
its strategies and activities for continuous improvement. The case study revealed that
the software tool easily implemented and work well with a number of advantages:
data obtained from the assessment have better accuracy considering the vagueness
and degree of confidence of assessors in the scores that they provided; data analysis
can be done more easily and accurately so that the companies could facilitate the
process of planning activities of lean manufacturing in the future.
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Figure 4: The performance scores of the lean company.
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